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ABSTRACT: In real life data science problems, it’s almost rare that all the features in the dataset are useful for building a model. 

In machine learning, feature selection is the process of selecting a subset of relevant features or attributes for constructing a 

model. Removing irrelevant and redundant features and, selecting relevant features will improve the accuracy of a machine 

learning model. Furthermore, adding unnecessary variables to a model increases the overall complexity of the model. Our 

experiment indicates that the accuracy of a classification model is highly affected by the process of feature selection. We train 

three algorithms (K-Nearest Neighbors, Decision Tree, Multi-layer Perceptron) by selecting all the features and we got accuracies 

49%, 84% and 71% accordingly. After doing some feature selection without any logical changes in models code the accuracy 

scores jumped to 82%, 86% and 78% accordingly which is quite impressive. 
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1. INTRODUCTION  

Feature selection is one of the core concept in machine learning which hugely impacts the performance of your model, especially 

in datasets with many input variables and a low variance [1]. The goal of feature selection process in machine learning is to find 

the best set of features that allows one to build optimized models that will have a great accuracy score [2]. The input data that 

we use to train our machine learning model have a huge influence on the model’s performance. The increase in dimensionality of 

data can lead to big challenges in both supervised and unsupervised learning process. Training your model with redundant 

features reduces the model’s overall capability and may also reduce model’s accuracy. Moreover, adding extra variables to a 

model increases the overall complexity of the model [3]. Performing feature selection offers several benefits, it reduces 

overfitting, improves accuracy, and reduces training time. This paper will provide a great analysis of the importance of feature 

selection in constructing an optimized machine learning model [4]. 

 

1.1 RESEARCH QUESTION 

In this research paper we will study the impact of feature selection process on the accuracy of a machine learning model by 

using three different machine learning algorithms (KNN, Decision Tree, Multi-layer Perceptron). We aim to answer the following 

research questions: 

 Does the increase in input variables with a low variance decrease the overall capability of a machine learning model? 

 Does the feature selection process improve the accuracy of machine learning model compared to using all features? 

 

2.  BACKGROUND 

The field of machine learning is concerned with automated discoveries of regularities in data with use of computer algorithms. 

These regularities can then be used to take actions, such as classifying data into different categories or making predictions. As 

the data may be of different kinds, the machine learning algorithms that learn from these data may differ too [5]. The machine 

learning algorithms used for conducting this research are discussed below. 

2.1 K-Nearest Neighbors 

K-Nearest Neighbors is one of the simplest machine learning algorithms based on supervised learning technique. It is effective 

for classification as well as regression. However, it is more widely used for classification problems. It is a lazy learner 

algorithm because it does not learn from the training set immediately [6]. In case of KNN algorithm, a particular value of K is 
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fixed which helps us in classifying the unknown data point. When a new data point comes in KNN will predict its class by 

performing the following steps [7]:  

Step 1: Store the training set. 

Step 2: For each new unlabeled data 

A. Calculate Euclidean distance with all training data points using the formula:  

B. Find the k- nearest neighbors. 

C. Assign class containing the maximum number of nearest neighbors. 

 

 
Figure 1: Working of KNN 

2.2 DECISION TREE 

A decision tree is a supervised learning algorithm used for both classification and regression problems. It takes the form of a tree 

with branches representing the potential answers to a given question [8]. In decision tree it is very important to select the right 

attribute or feature for splitting the dataset. Random selection is not a good idea it will generate bad result and low accuracy of 

prediction. In order to find the best splitting attribute, we need to consider feature selection measures like information gain. 

Information gain is based on entropy [9]. Entropy measures the extent of impurity or randomness in a dataset. If all the 

observations of subsets belong to one class, the entropy of that dataset would be 0. The entropy of the whole set of data can be 

calculated by using the following equation: 

                                                                           

In the above equation, S represent set of all instances, N represent number of distinct class values and Pi represent event 

probability. Information gain indicates how much information a particular variable or feature gives us about the final outcome. It 

can be found out by subtracting the entropy of a particular attribute inside the data set from the entropy of the whole data set 

[8], [9]. 

                                                    

 

2.3 ARTIFICIAL NEURAL NETWORK 

The Artificial Neural Network (ANN) is a deep learning method that arose from the concept of working of the human brain. The 

workings of ANN are extremely similar to those of biological neural networks, although they are not identical [10]. There are 

three layers in the network architecture: the input layer, the hidden layer (more than one), and the output layer. Because of the 

numerous layers are sometimes referred to as the Multi-Layers Perceptron [10], [11]. 

 
Figure 2: Architecture of Artificial Neural Network 
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3. FEATURE SELECTION METHODS 

In general, feature selection algorithms are categorized into Supervised and Unsupervised feature selection [12]. 

 Supervised feature selection method uses the output label class for feature selection. Supervised feature selection methods 

can be further categorized as: Filter, Wrapper and Embedded approach. 

 Unsupervised feature selection method refers to the method which does not need the output label class for feature 

selection. 

3.1 Filter Method  

 In this method, we use correlation to check if the features are positively or negatively correlated to the output labels and drop 

or select features accordingly. These methods are faster and less computationally expensive than wrapper methods. When 

dealing with high-dimensional data, it is computationally cheaper to use filter methods. Eg: Information Gain, Chi-Square Test, 

Fisher’s Score, etc [12], [13].  

 

 
Figure 3: Filter Method flowchart 

3.2 Wrapper Method 

We split our data into subsets and train a model using this. Based on the output of the model, we add and subtract features and 

train the model again. It forms the subsets using a greedy approach and evaluates the accuracy of all the possible combinations 

of features. Eg: Forward Selection, Backwards Elimination, etc [13]. 

 

 
Figure 4: Wrapper Method flowchart 

 3.3 Embedded Method 

This method combines the qualities of both the Filter and Wrapper method to create the best subset. This method takes care of 

the machine training iterative process while maintaining the computation cost to be minimum. Eg: Lasso and Ridge Regression 

[12], [14]. 

 

 
Figure 5: Embedded Method flowchart 

 

4. METHODOLOGY 

To study the impacts of feature selection on the accuracy of machine learning model we will use a dataset named mobile price 

prediction which is available on kaggle machine learning repository. There is total 2000 instances, 20 features and one output 
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variable which is mobile price range in dataset. In this project, based on the mobile specifications (battery power, 3G enabled, 

wifi, bluetooth, ram etc.) we are predicting price range of the mobile as output variable. We will train 3 classification algorithms 

(KNN, Decision Tree, Multi-layer Perceptron) to predict the output by selecting all the features. After training the algorithms by 

using all 20 features, we will now perform feature selection in order to find 5 best features which are highly correlated with 

output variable and having huge impacts on accuracy of our model. Finally, we will train the previously used 3 algorithms by 

using 5 best features without doing any logical changes in our models code, it clearly shows that the accuracy of a machine 

learning model is highly effected by the process of feature selection. 

 
Figure 6: Flowchart of the Methodology 

5. EXPERIMENTAL RESULT AND DISCUSSION 

In order to select those features that have strongest relationship with the output variable, we use scikit-learn library it provides 

the SelectKBest class that can be used with a suite of different statistical tests to select a specific number of features. This 

technique belongs to filter method of feature selection as it uses statistical tools to evaluate the relationship of each input 

variable and the output variable and then drop the irrelevant features. But before starting practical work let check the first 20 

rows of our dataset. 

 

 
Figure 7: First 20 rows of the dataset 
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Now we will select 5 best features from our dataset: 

import pandas as pd 

import numpy as np 

from sklearn.feature_selection import SelectKBest 

from sklearn.feature_selection import f_classif 

data = pd.read_csv("train.csv") 

X = data.iloc[:,0:20] 

y = data.iloc[:,-1] 

bestfeatures = SelectKBest(score_func=f_classif, k=5) 

fit = bestfeatures.fit(X,y) 

dfscores = pd.DataFrame(fit.scores_) 

dfcolumns = pd.DataFrame(X.columns) 

featureScores = pd.concat([dfcolumns,dfscores],axis=1) 

featureScores.columns = ['Feature','Score'] 

print(featureScores.nlargest(5,'Score')) 

Output of the program: 

                                         
The output of the above program clearly show that ram is the highly correlated feature with price range followed by battery 

power, pixel width and height. Now we will see how the accuracy and prediction power of (KNN, Decision Tree, Multi-layer 

Perceptron) can be affected by the process of feature selection, to do the experiments first we will train the algorithms by 

selecting all the features: 

import pandas as pd  

from sklearn.model_selection import train_test_split 

from sklearn.neighbors import KNeighborsClassifier 

from sklearn.tree import DecisionTreeClassifier 

from sklearn.linear_model import Perceptron 

from sklearn.metrics import accuracy_score 

data = pd.read_csv("train.csv") 

X = data.iloc[:,0:20]    

y = data.iloc[:,-1]     

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size = 0.25, random_state = 0) 

from sklearn.preprocessing import StandardScaler 

sc = StandardScaler() 

X_train = sc.fit_transform(X_train) 

X_test = sc.transform(X_test) 

knn_classifier = KNeighborsClassifier(n_neighbors = 5)  

knn_classifier.fit(X_train, y_train) 

knn_pred=knn_classifier.predict(X_test) 

knn_score=accuracy_score(y_test,knn_pred) 

print('Accuracy of K-Nearest Neighbors using all 20 features: ',knn_score) 

tree_classifier=DecisionTreeClassifier(criterion='entropy') 

tree_classifier.fit(X_train,y_train) 

tree_pred=tree_classifier.predict(X_test) 

tree_score=accuracy_score(y_test,tree_pred) 
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print('Accuracy of Decision Tree using all 20 features: ',tree_score) 

ANN_classifier=Perceptron(random_state=1) 

ANN_classifier.fit(X_train, y_train) 

ANN_pred=ANN_classifier.predict(X_test) 

ANN_score=accuracy_score(y_test,ANN_pred) 

print('Accuracy of Artificial Neural Network using all 20 features: ',ANN_score) 

 

Output of the program: 

 

                   
 

Now it is time to train the algorithms by using 5 best features and ignore the rest of the features which are not important for our 

model construction and can see the improvement in accuracy: 

import pandas as pd  

from sklearn.model_selection import train_test_split 

from sklearn.neighbors import KNeighborsClassifier 

from sklearn.tree import DecisionTreeClassifier 

from sklearn.linear_model import Perceptron 

from sklearn.metrics import accuracy_score 

data = pd.read_csv("train.csv") 

best_data=data[['ram','battery_power','px_width','px_height','mobile_wt','price_range']].copy() 

X = best_data.iloc[:,0:5]    

y = best_data.iloc[:,-1]     

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size = 0.25, random_state = 0) 

from sklearn.preprocessing import StandardScaler 

sc = StandardScaler() 

X_train = sc.fit_transform(X_train) 

X_test = sc.transform(X_test) 

knn_classifier = KNeighborsClassifier(n_neighbors = 5)  

knn_classifier.fit(X_train, y_train) 

knn_pred=knn_classifier.predict(X_test) 

knn_score=accuracy_score(y_test,knn_pred) 

print('Accuracy of K-Nearest Neighbors using 5 best features: ',knn_score) 

tree_classifier=DecisionTreeClassifier(criterion='entropy') 

tree_classifier.fit(X_train,y_train) 

tree_pred=tree_classifier.predict(X_test) 

tree_score=accuracy_score(y_test,tree_pred) 

print('Accuracy of Decision Tree using 5 best features: ',tree_score) 

ANN_classifier=Perceptron(random_state=1) 

ANN_classifier.fit(X_train, y_train) 

ANN_pred=ANN_classifier.predict(X_test) 

ANN_score=accuracy_score(y_test,ANN_pred) 

print('Accuracy of Artificial Neural Network using 5 best features: ',ANN_score) 

Output of the program: 
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6. CONCLUSION 

Feature selection is an important concept in machine learning, because it may have huge effect on accuracy and prediction 

power of a machine learning model. Moreover, removing extra variables from a dataset decreases the overall complexity of the 

model. It reduces overfitting, improves accuracy, and reduces training time. 

In this research paper, we have investigated the impacts of feature selection on the accuracy of a machine learning model by 

using three different classification algorithms (K-Nearest Neighbors, Decision Tree and Artificial Neural Network). We observed 

that the accuracy scores of these algorithms are highly affected by the process of feature selection. The experiment clearly 

shows that the accuracy scores of the algorithms will increase from 49%, 84% and 71% to 82%, 86% and 78% accordingly. 

Therefore, feature selection is highly recommended especially in high dimensional datasets. 
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