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ABSTRACT: The memorization is the process that allows human to acquire new knowledge and retain it in the log-term memory. Many techniques have been developed to optimize the human memorisation process. In this paper, we present a new method for memorising a speech audio content. Our method is based on segmenting and listening. The approach methods are implemented into a mobile application.
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## 1 INTRODUCTION

The purpose of this paper is to present our work relying on the two separate areas: memorization and Audio segmentation.
This paper is organized as fellows: In the first section, we illustrate different learning and memorisation methods, and present our proposed method. The second section is dedicated to the automatic segmentation of audio signals; in this section we present our audio segmentation SVM algorithm. In the third section, we describe our mobile application solution for memorizing.

## 2 MEMORIZATION

The aim of memorization process, and learning in general, is to acquire knowledge and skills, and ensure long-term retention of all the learned information. As commonly used in the literature, the term item, in this paper, refers to the piece of information to be learned.

Through the human history, many memorization techniques have been developed such as: Rote (or by heart) learning: This method is based on passive repetition; it is seen as the opposite to meaningful and critical learning [25]. It has been used in Vedic chant since as long as three thousand years ago [29].

Spaced repetition: whitch exploits the psychological spacing effect (vs cramming), and it consists of committing information into long-term memory by means of increasing time intervals between subsequent reviews of the previously learned material [34].

The lag effect [23]: is the related observation that people learn even better if the spacing between practices gradually increases [19].

Active recall: a learning method that exploits the (testing effect) i.e. the fact that memorization is more efficient if the to-belearned information is optimally selected through testing using proper learner feedback.

Optimal human learning techniques have been extensively studied by researchers in psychology, Pedagogy [13] [11] and computer science [32], [40],
[39].
One of the first mathematical models for memorization is the human forgetting curve [14]. It defines the probability, over time, that a given learner will correctly recall a particular learned item. This probability is given by:
$p=\left(\frac{1}{2}\right)^{\Delta T / h}$
Where $\Delta T$ refers to the lag time i.e. time elapsed since the last exposure to the item, h is the item Half-Life, it corresponds to the value of the lag $\Delta T$ where the learner is likely on the verge of forgetting the item: $p=0.5$. A small value of $\Delta T$ means that the item is fresh in learner memory, thus the probability of remembering it is high. The value of $h$ is updated after each learner exposure to the item and based on temporal distribution of the item reviews.
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In Pimsleur model [27], the items are repeated at exponentially increasing intervals. And in Leitner System for flashcards [22]: The items are ranged in boxes, and each box has a reviewing periodicity. In this model, the new added items are assigned minimum periodicity. A number of spaced repetition software and online platforms have been developed to aid the learning process especially in language learning replacing the use of physical flashcards such as Mnemosyne [1], Synap [2], and Duolingo [3]. And in [34] the used model: MEMORIZE algorithm is based on stochastic differential equations with jumps.

The goal of an efficient memorization, for a learner, is to maximize the recall probability of all the items through calculation of the optimal reviewing time by determining which item would benefit the most from review.
Our proposed models We define the History of an item reviewing: $\mathrm{H}=\left(\mathrm{p}_{i}, \mathrm{a}_{\mathrm{i}}\right)_{i}$ witch is the sequence of proposed periodicities $\mathrm{p}_{i}$ and user feedback $a_{i}$. The user feedback has two possible values: remember (action=1), and forget (action=0) indicating whether the user succeeded to remember the item in question. The History of an item deduced from a database event-log table, which contains the history of the user events relative to all items.

Obviously, the more complex the item, the harder it is to remember, and the model learns the item complexity through its reviewing history.
Our first model In our first model, we assume that the two last states of an item ( $p_{i-1}, \mathrm{a}_{i-1}$ ) and ( $\mathrm{p}_{i}, \mathrm{a}_{i}$ ) provide a concise summery of the whole reviewing history for that item. Unlike other models, our model does not take into consideration the total number of times where the learner reviewed item.

Giving the two last reviewing states, the new proposed periodicity $p_{i+1}$ is calculated based on the precedent states ( $p_{i-1}, a_{i-1}$ ) and ( $p_{i}, a_{i}$ ) as shown in the table below:

The four values in the table stem from the simple following idea: keeping increasing (resp decreasing) the periodicity while the two last user actions are


Fig.1. the periodicity transition
"Remember"(resp forget). If the user action changes, the new proposed periodicity is the mean of the two last periodicities using a Bisection approach [21].

Finally, we assume that all new added item have the same initial maximal difficulty inspired by Leitner System for flashcards [22]. This method of assigning difficulty to items is different for the one used by other online applications [3] where the default difficulty is deduced from other learners' experience.
Our second model When exposed to an item, we calculate the probability $p$ that the user will correctly remember the item, this probability is compared the actual action of the user. In addition, we define the probability error error prob=actionp as the error in estimating the probability that the user will correctly recall the item. The error variable is then used to update the half-life of the reviewed item using this proposed formula:
$H L \leftarrow \begin{cases}\operatorname{Max}(\Delta T,(1+\text { error_prob }) . H L) & \text { if action }=1 \\ \operatorname{Min}(\Delta T,(1+\text { error_prob }) . H L) & \text { if action }=0\end{cases}$
The next item to be reviewed in a time $T$ is the one with the minimum probability that the learner remembers the item at time $T$, and adopting a stochastic -greedy approach [33].

## 3 SEGMENTATION

Automatic audio segmentation aims to divide a digital audio signal into segments [36], based on silence detection, content, or speaker identity.

One common automatic segmentation method consists on studying the amplitude envelop through detecting the peaks then connecting the successive ones linearly [31], or by interpolation [24]

In [37] the used idea is that the audio time-markers where the signal can be split correspond to sudden changes of values in most of features. A distancemetric between successive frames of the sound is used.

In this section, we will present our mono-channel audio segmentation method that is based on silence detection.
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Unlike classical approach where the rules are hard-coded, our approach uses a supervised method using a labeled training dataset. The training dataset contains labeled data that were constructed based on the exhaustive list of silencemarker times in a speech audio file. The time markers were manually established and correspond to elements of the time line silence where the file can be split or segmented. There are two main Python libraries that can be used to import and process digital audio signal: scipy-lib [4], Librosa [5]. In our work, we used Librosa library.
Feature extraction In order to manipulate (i.e. segment) the audio signal data, we start by extracting features. The utility of extracting feature from an audio signal is to reduce the huge sound data of a raw waveform to a smaller set of parameters. Generally, before extracting the features, the audio signal is preceded by a preprocessing phase, which consists of filtering frequencies. One of the most used filtering method is the Low-Pass Filtering (LPF): [9], [28], given, for example, that typical the human have a fundamental frequency from 85 to 255 Hz [8].

Depending upon which audio features are used, we distinguish two main approaches for the feature extraction: time-domain, and spectral (frequency) domain. In the first approach, the features are calculated using a sliding time windows using one of different methods such as Root Mean Square (RMS) [17]. True Amplitude Envelope (TAE) [10]or Zero Crossing Rate (ZCR) [16], [26].

The second approach uses a frequency analysis: Frequency-Domain Linear Prediction (FDLP), and recently Mel-Frequency Cepstral Coefficients (MFCC) [18] [30]. MFCCs are commonly used in combination with hidden Markov models [20], k-NN and SVM [6], or Convolutional Neural Networks (CNN) for audio classification [12] and speech [7]

Other sound features are used in the literature: pitch, loudness timbre and harmonicity. A comparison of 16 primary features belonging to the two approaches is presented in [38].

Our Feature extraction approach is based on RMS witch is widely used in the literature as an estimation of the waveform amplitude envelop.

## Root-Mean Square (RMS) Energy

RMS is used to estimate the amplitude envelope (evolution over time of the amplitude of a sound) applying instantaneous root mean square value of the waveform through a sliding window $w_{i}(t)$ :

$$
R M S(t)=\sqrt{\frac{1}{T} \sum_{i=1}^{T} w_{i}(t) x_{i}^{2}(t)}
$$

Where $\mathrm{x}_{i}(\mathrm{t})$ is the $\mathrm{i}^{\text {th }}$ sample of the signal centred around t as seen through the window $\mathrm{w}_{i}(\mathrm{t}), \mathrm{t}$ is the number of samples the analysis, and T is the window length.
For a simple rectangular window, we can use a simplified formula:

$$
A=\sqrt{\sum_{n=1}^{N} x^{2}(n)}
$$

In [15] a Speech/Music Discriminator based on RMS is used. If the RMS value in a frame is less than a pre-determined threshold, it is regarded as a silence frame. And in [41] an adaptive threshold is used that depends on the mean value of the absolute amplitudes of a signal.

Far from the RMS approach, our first used method consists on using MFCC and CNN. A key drawback to this approach is that it requires a larger amount of training data to operate; otherwise we have the overfitting problem.

The RMS output sample rate (we used the default value of 2205 per second). And the RMS method is used to generate data in our Machine Learning model as described below.

## Data structure

As we use a machine learning supervised algorithm, our dataset is composed of a predictive (input) data: $X$, and a target data: Y. An element of the $X$ data is a sub-vector of the RMS vector with 12 dimensions, the first element contains the RMS value corresponding to a given time (element of time line). The Y data contains Boolean data; it indicates whether the time interval (time region) corresponding to the X entry does contain a silent.

## Constructing the training dataset

In this phase of feature engineering, we describe training data structure. The training dataset is composed of two subsets, the first corresponds to the times whose associated vector contains silence ( $\mathrm{Yi}=0$ ). And the second corresponds to elements relative to speech ( $\mathrm{Y}=1=1$ ).

For a given labeled silence time in the audio file, we use the RMS vector relative to the entire audio file. From this vector, we extract the five 12 -dimension sub-vectors that are nearest to the element corresponding to this silence time. Each of these five
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vectors is considered as containing a silence and thus is assigned the target value ( $Y=0$ ). The second subsets of the training dataset $(Y=1)$ is created using the same logic for an equidistance sample of time-points between two successive silence-times and sufficiently distant from these two silence-times.

Finally, we used he obtained training dataset to train a Support Vector Machine (SVM) supervised model.
Extracting silence-markers after our predictive model has been trained, it is used to extract silence-markers in an audio file in two steps. In the first step, we extract all 12- dimension sub-vectors of RMS-vector relative to an audio file that is recorded in similar conditions (volume, echo...) as those of the file on the training phase. The SVM binary classifier is applied to each of the subvectors. In a second step we calculate, for each element in the vector obtained in the first step, the number of previous elements of the vector considered by the SVM as silent (accumulation of continuous silence). Our classification algorithm predicts that the audio file can be segmented in a time-point if the number calculated in the second step is greater than an empirical threshold value of 10 . Finally, we keep only the markers that are, at least, 1.5 seconds apart.

## Silence-marker times types

We used a two-tiered hierarchy of silence-markers in an audio-file: the first one corresponds to the beginning of a bloc (eg paragraph, chapter...), and the second corresponds to the beginning of a sub-bloc (eg sentence, verse in a poem...) of a bloc. The information relative to the marker type introduced based on human judgement, which depends on content structure of the audio file. The time interval of a sub-bloc is delimited by times between two successive markers.

Although giving good segmentation result for a pure speech audio files, the algorithm described in this section is not usable with files containing noise or mixed content (music, noisy environment...).

The resulting list of times corresponding to silence of the audio file is stored to an external file then to a database which is used later by our mobile application.

## 4 A MOBILE APPLICATION FOR AUDIO MEMORISATION AND REVISION

Exploiting the widespread access to smartphones, we describe in this section our offline memorization mobile application for Android devices. The application represents a tool for self-learning, that can help memorizing and reviewing the content of audio speech files. The application uses a method based on listening and reciting the audio sequences on an active and adaptive way, by taking into consideration the user capability, expressed as feedback, rather than being restricted to real time sequential listening. The audio files can be of different content: Lectures, poems, religious texts..

The items to be memorized correspond to sequences of the audio file defined using the segmentation algorithm. The idea of memorizing individually the sequences and not the entire audio file is inspired from the Chunking Memorising method [35]. The application version is an implementation of the second method in the memorisation section in an audio context.

## Database structure

The application uses a local database that comprises five tables:
Tab File: contains the paths and names of the audio files.
Tab SubBloc: indicates, for each marker, the corresponding time (in millisecond) in the corresponding audio file. The data in this table is the result of applying the algorithm in the section above.

Item: Contains all the audio sequences to be reviewed. Each of the sequences starts in a sub-bloc and finishes in another subbloc, and has an estimated half-life.

The user can customize a beginning and end times ( $T_{b}, T_{e}$ ) if the times does not correspond to the beginning of a sub-bloc stemming from the segmentation depicted in the segmentation section. To do that we created two parameters that we named beginning percentage and end percentage. The new beginning and end times $T_{b}, T_{e}$ are calculated using the formulates:

$$
\begin{gathered}
T_{b}=S_{b}+\left(S_{b+1}-S_{b}\right) \cdot \frac{P_{b}}{100} \\
\text { and } T_{e}=S_{e-1}+\left(S_{e}-S_{e-1}\right) \cdot \frac{P_{e}}{100} \\
\mathrm{~S}_{\mathrm{b}} \mathrm{~T}_{\mathrm{b}} \mathrm{~S}_{\mathrm{b}+1}-\ldots-\mathrm{S}_{\mathrm{e}-1} \mathrm{~T}_{\mathrm{e}} \mathrm{~S}_{\mathrm{e}} \\
\hline
\end{gathered}
$$

Fig.2. Calculating times based on percentages

The figure above depicts the new beginning and end times corresponding percentages: $\mathrm{p}_{b}=50$, and $\mathrm{p}_{e}=25$. Obviously, the beginning and end times have the default values: $p_{b}=0, p_{e}=100$.
tabLog: contains the history of the user actions while revising the different items.
tabParameter: contains miscellaneous parameters of the application.
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Memorization \& Revision application interfaces
Besides general and auxiliary forms, the application interface contain two main forms, namely Memorization form and Revision form.

## Memorization interface

Memorizing form allows defining, and adding a new item i.e. sequence. Through this form, the user first chooses the audio file, and specify the beginning and the end of the passage. For both beginning and end passages, the user specifies the bloc number, the sub-bloc number, and the number of times that the sequence will be played. A short customised silence separate stopping and replaying the sequence. For the number of times of repeating we use three parameters that we call "repeating numbers". These repeating numbers define the initial state of the player whose evolving states follows the state graph automate:


Fig.3. the player states transition
The First repeating number N1 indicates that the player, in a first step, simply plays the specified sequence N1 successive times. The Second repeating number N2:

Before defining the number N2, we first introduce the method decrease volume() that belongs to our created Player class. When invoked after playing a sequence, this function allows, after a delay, to decrease progressively the sound volume, using instance of the Java Timer class, after a specific duration, and when the volume is too low, the player is stopped. The charter bellow shows the look of the applied window.


Fig.4. Window for decrease volume () method

This method is applied in both states "wait" and "alternating wait" and it gives to the user the time to try to finish (recite) the started audio sequence.


Fig.5. the wave form corresponding to a sequence

The figure 1 shows the waveform corresponding to the recording, from the device speakerphone, of a sequence. And the figure 2 corresponds to the same sequence when decrease volume () method is called.

In a second step the player alternates simple playing (the state Alternating repeat) and playing with decrease volume (the state alternating wait) N2 times; that is why it is preferable to choose N2 as an even number.
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The third repeating number N3 indicates the number of times the sequence is played with application of the decrease volume() method( the state "wait"). Finaly the system move to the "end" state.

Using the button "add", the sequence with the user parameters defined above is added to a non-activated list. The elements of this list can be activated later through the menu "activation". The activated sequences list is used by the re-


Fig.6. the wave form with decrease volume () method

Vision interface. When activated, an item is attributed a default haf life=30 seconds.
The button "Next" displays the sub-bloc whose beginning time corresponds to the current sequence end time.

## Revision interface

This interface is designed in a dark mode, and it uses swipe events, so it can be used even without looking at the device screen, or when the user is performing other activities; this also allows better accessibility for the visually impaired people. The interface displays a summary of current item, and has five user event listeners that can be triggered in any place in the screen:

1. Right to Left swipe: allows playing the current sequence with decrease volume. The user try then to complete the sequence. The played sequence is selected using the getNextltem() method detailed in the next paragraph.
2. Left to Right swipe: this event allows playing the current sequence, which is the same as the one played in event above, then the user compares the played sequence with his answer. Depending on whether, his answer is correct or not, the user initiate one of the two events bellow.
3. Bottom to Top swipe: The user initiates this event when he estimates that he memorized current sequence, so the periodicity of reappear in the future is reduced.
4. Top to Bottom swipe: In the opposite of the event above, this one is called when the sequence needs to be reinforced.
5. Double tap: allows to stop playing the sequence.

For performance reasons, if the audio file corresponding the current and precedent item is the same, the audio file is not reloaded since it is already present in the device memory.

The items used in this interface can be introduced either individually using the Revision interface, or automatically loaded in the database using a script variant that extract the times relative to successive overlapping sequences with a customizable minimum duration in an audio file with sequential content, as illustrated in the figure below:

The latter possibility is created essentially to relieve visually impaired people of using the Memorization interface.


Fig.7. extracting the times relative to successive overlapping sequences

## Manipulating the items

The most two interesting method to manipulate item objects are getNextltem() and execute action() methods.

## getNextItem()

The getNextltem() method returns the weakest item that currently requires more reinforcement. It is a static method(according to Object-oriented programming) of the class Item, and the returned item is the one with the minimum remembering probability . execute _action(action)

When applied to an item object, the execute action() method updates the current item half life illustrated in the first section.
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## CONCLUSION

Through this paper, we have presented our audio memorisation approach. Some questions need more attention: In our solution as well as the other solutions, to the best of our knowledge, the learner feedback are restricted to only 2 choices "remember" and "forget". So an other alternative can consist on introducing a scale value allowing to learner to indicate his degree easiness to remember the learned item.

Also our solution does not take into consideration the interrelation between the learned items where reviewing an item can increase, or decrease, the half-life relative to an other item.
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