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ABSTRACT: Networks play an important role in electrical and electronic engineering. It depends on what area of electrical and 

electronic engineering, for example, there is a lot more abstract mathematics in communication theory and signal processing and 

networking, etc. Networks involve nodes communicating with each other. Graph theory has found considerable use in this area. 

In this paper, we introduce some new Networks such as Graph-PW, Network Symmetric Digraph-PW, Change Network Graph-PW, 

and Change Network Symmetric Digraph- PW. Moreover, several theorems and results of these networks have been studied. 
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INTRODUCTION  

For more detail on Graphs, Digraphs, and network Digraphs one. The networks (Graph- PW and symmetric Digraph- PW) and 

network changes (Graph-PW and symmetric Digraph-PW) can be the source of many algorithms of practical importance. It is 

flexibly adaptable to suit the needs of the application, so it can be used in areas such as syntactic analysis, fault delecta tion, and 

diagnosis in computer, therefore the graphical of this representation of the object and the binary relation on them is a convenient 

form of expression. In this paper, we give some definitions and results of network Graphs-PW ̇ and symmetric Digraphs-PW ̇ and 

networks changes (Graph-PW and symmetric Digraph-PW) [1,2], we refer to the interested reader to [3-30]. 

1. Networks (Graph-𝑷𝑾And Symmetric Digraph-𝑷𝑾):  

  Definition (1.1):  A Graph-𝑷𝑾 is a triple 𝐺𝑃𝑊 = (𝑉, 𝐸∗ , 𝛷) consists of a non-empty set 𝑉 = {𝑣1,𝑣2, … , 𝑣𝑛} of objects called 

vertices, points, nodes, or just dots, together with undirected pairs set of vertices    

𝐸∗ = {
𝑒𝑖𝑗 = 𝑣𝑖𝑣j = 𝑣𝑗𝑣i: 𝑖 ≠ 𝑗 

𝑜𝑟  𝑖 = 𝑗 , 𝑛(𝑒𝑖𝑗) = 𝑣𝑖 ∗ 𝑣j = 𝜌𝜔
}  

 is called edges, arcs or lines, satisfy 𝑃𝑊 = 𝑚𝑎𝑥(𝑛(𝑒𝑖𝑗) = 𝑣𝑖 ∗ 𝑣𝑗 = 𝜌𝜔), where 𝑃 (non-negative integer) is the maximum 

numbers of 𝜌-edges or loops between any pairs of vertices and 𝑊 is the uniform weighted with 𝑃𝑊 = 𝑚𝑎𝑥𝜌𝜔  depended on  

𝜔  uniform sign weighted  in 𝐸∗ , and incident function Φ from 𝐸∗ to the set 𝑃2 (𝑉) of all 2-elements or parts subsets of 𝑉, that 

is,Φ: 𝐸∗ ↦ 𝑃2(𝑉). The adjacency function matrix 𝑨𝒎(𝑮𝑷𝑾) define as 

𝐴𝑚(𝐺𝑃𝑊) = {

  𝑛(𝑒𝑖𝑗)  𝑖𝑓  𝜌 > 0 ⋀ 𝜔 > 0 ⋀ 𝑣𝑖 𝑗𝑜𝑖𝑛𝑒𝑑 𝑡𝑜 𝑣𝑗; 

𝑜 𝑜𝑟 ∞  𝑖𝑓                          𝜌𝜔 = 0                ;

−𝑛(𝑒𝑖𝑗 )  𝑖𝑓 𝜌 > 0 ⋀ 𝜔 < 0 ⋀ 𝑣𝑖 𝑗𝑜𝑖𝑛𝑒𝑑 𝑡𝑜 𝑣𝑗 .   

 

    

clear that it is if  𝑃 = 𝑊 = 1, then the Graph- 𝑃𝑊  is natural Graph-1, and if 𝑃 > 0, 𝑊 = 1 the Graph- 𝑃𝑊 is mullet Graph- 𝑷, and 

if 𝑃 = 1, 𝑊 ∈ ℝ+  the Graph- 𝑃𝑊  is weighted Graph- 𝑾  and Φ in Graph- 𝑃𝑊 satisfy ∀𝑒𝑖𝑗 ∈ 𝐸∗∃{𝑣𝑖, 𝑣𝑗} ∈ 𝑃2(𝑉) ∋ Φ(e𝑖𝑗) =

{𝑣𝑖, 𝑣𝑗}, Φ is one –to-one if and only if Φ(e𝑖𝑗) = Φ(e𝑟𝑠) ⟹ e𝑖𝑗 = e𝑟𝑠 or e𝑖𝑗 ≠ e𝑟𝑠 ⟹ Φ(e𝑖𝑗) ≠ Φ(e𝑟𝑠), onto if ∀{𝑣𝑖, 𝑣𝑗} ∈

https://doi.org/10.47191/ijmra/v5-i12-34
http://www.ijmra.in/


A Study on Network Graph-PW, Network Symmetric Digraph-PW, Change Network Graph-PW and Change Network 

Symmetric Digraph- PW 

IJMRA, Volume 5 Issue 12 December 2022                      www.ijmra.in                                                                      Page 3540 

𝑃2(𝑉)∃𝑒𝑖𝑗 ∈ 𝐸∗ ∋ Φ({𝑣𝑖, 𝑣𝑗}) = e𝑖𝑗  𝑜𝑟 Φ( 𝑃2(𝑉)) = 𝐸∗, and if Φ one-to-one and onto is called corresponding then there is an 

inverse Φ−1 of Φ. 

   The operation ∗ is modules, plus, product, max, min or … and the examples are only define the operation ∗ by these operations.  

In the following definitions and theorems  𝑃𝑊 , incident function and adjacency function matrix define as well as. 

  

Definition (1.2): In the network Graph- 𝑷𝑾, the weight 𝜔  is called flow function for each edges of 𝜌 ∈ 𝑛(𝑒𝑖𝑗) with 𝜔𝑖  ≤ 𝜔𝑖+1 

and 𝜌 = ∑ 𝜔𝑖
𝜌
𝑖=1   between any adjacent two pair vertices is called capacity constraint with 𝜔 ≤ 𝜌 = ∑ 𝜔𝑖

𝜌
𝑖=1    and the total flow 

function for any vertex is 𝜔(𝑒) = ∑ 𝜔𝑖+1 𝑖=0 , and the total capacity constraint for any vertex is  𝜌(𝑒) = ∑ (∑ 𝜔𝑖
𝜌
𝑖=1

)
𝑗𝑗=1 with  

𝜔(𝑒) ≤ 𝜌(𝑒). If 𝜔(𝑒) = ∑ 𝜔𝑖+1 𝑖=0 = 𝑃𝑊 then  𝑃𝑊 is called value flow, therefore, for any intermediate vertex if the total flow is 

𝑃𝑊 of these vertices called flow conservation.  

   By these arguments the name Graph- 𝑷𝑾and network Graph- 𝑷𝑾are the same. 

 

Definition (1.3): The complement of 𝐺𝑃𝑊  is  �̅�𝑃𝑊 = (𝑉, 𝐸∗̅̅ ̅, Φ̅) with  𝑉(𝐺𝑃𝑊) = 𝑉(�̅�𝑃𝑊), and  𝐸∗̅̅ ̅ = {𝑒𝑖𝑗 = 𝑣𝑖 𝑣j⋀𝑛(𝑒𝑖𝑗) = 𝑃𝑊 −

 𝑛(𝑒𝑖𝑗)∀𝑣𝑖, 𝑣𝑗 ∈ 𝑉(𝐺𝑃𝑊), and Φ̅: 𝐸∗̅̅ ̅ → 𝑃2(𝑉) . 

Therefore 𝐺𝑃𝑊 ∪ �̅�𝑃𝑊 =  𝐾|𝑉| − 𝑃𝑊 is called complete Graph- 𝑷𝑾. 

 

Definition (1.4):  The regular of 𝐺𝑃𝑊is 𝑅𝑃𝑊 = (𝑉, 𝐸∗ , Φ) with 

 𝐸∗ = {𝑒𝑖𝑗 = 𝑣𝑖𝑣𝑗:  𝑑𝑒𝑔 𝑣𝑖 = 𝑑𝑒𝑔𝑣𝑗 ∧ 𝑛(𝑒𝑖𝑗) = 𝑣𝑖 ∗ 𝑣j = 𝜌𝜔 = 𝑃𝑊 ∀𝑣𝑖, 𝑣𝑗 ∈ 𝑉(𝐺𝑃𝑊)}. 

 𝐺𝑃𝑊  is 𝐬𝐞𝐦𝐢 − 𝒓𝒆𝒈𝒖𝒍𝒂𝒓 if one or two vertices have the equal degree different  of all vertices, that is , 

(𝑑𝑒𝑔 𝑣1 = 𝑑𝑒𝑔𝑣2) ≠ ( 𝑑𝑒𝑔 𝑣𝑖 = 𝑑𝑒𝑔𝑣𝑗)∀𝑖, 𝑗 ∧   𝑛(𝑒𝑖𝑗) = 𝑣𝑖 ∗ 𝑣𝑗 = 𝑃𝑊  

 

Theorem (1.1): If a Graph- 𝑃𝑊  𝐺𝑃𝑊 = (𝑉, 𝐸∗ , Φ) or �̅�𝑃𝑊has an isolated vertex, then 𝐺𝑃𝑊 − 𝑣 or 𝐺𝑃𝑊 ∪  �̅�𝑃𝑊 has not an isolated 

vertex.  

Proof: Since 𝐺𝑃𝑊 = (𝑉, 𝐸∗ , 𝛷) define on operations, then the operation module has only isolated vertex, and the operation of 

product has an isolated vertex, if one of vertex is zero, and the other operations �̅�𝑃𝑊 has an isolated vertex, therefore 𝐺𝑃𝑊 − 𝑣 

or 𝐺𝑃𝑊 ∪  �̅�𝑃𝑊 has not an isolated vertex. 

   Now, by these theorem 𝐺𝑃𝑊 , �̅�𝑃𝑊 and 𝐺𝑃𝑊 ∪  �̅�𝑃𝑊  well define are connected and we can be taken these networks. 

Definition (1.5):  In the value flow of the networks, if   ∑ 𝜔𝑖+1  𝑖=0 > 𝑃𝑊, then there is  ∑ 𝜔𝑗+1 𝑗=0  such that  ∑ 𝜔𝑖+1 𝑖=0 −

 ∑ 𝜔𝑗+1 𝑗=0 = 𝑃𝑊, and𝑃𝑊 ≤ 𝜌(𝑒) = ∑ (∑ 𝜔𝑖
𝜌
𝑖=1 )

𝑗𝑗=1 . 

Definition (1.6): A sub-Graphs-�̇��̇� of a Graph-PW  is 𝐻𝑝𝑤 or �̇�𝑃𝑊  = (𝑉, 𝐸∗ , Φ)  ⊆ 𝐺𝑃𝑊  with𝑉(𝐻𝑝𝑤) ⊆ 𝑉(𝐺𝑃𝑊) or 𝑉(�̇�𝑃𝑊) =

𝑉(𝐺𝑃𝑊), 𝐸∗(𝐻𝑝𝑤) or  

𝐸∗(�̇�𝑃𝑊) ⊆ 𝐸∗(𝐺𝑃𝑊), andΦ(𝐻𝑝𝑤) or Φ( �̇�𝑃𝑊) ⊆ Φ(𝐺𝑃𝑊). 

Now, let 𝐻𝑝𝑤 = (𝑉(𝐻), 𝐸∗(𝐻), Φ(H)), 𝑌𝑝𝑤 = (𝑉(𝑌), 𝐸∗(𝑌), Φ(Y))   ⊆ 𝐺𝑃𝑊 = (𝑉, 𝐸∗ , 𝛷) with𝑉(𝑌) = 𝑉(𝐺𝑃𝑊) − 𝑉(𝐻), 𝐸∗(𝑌) =

{𝑒𝑖𝑗 = 𝑣𝑖𝑣𝑗: 𝑛(𝑒𝑖𝑗) = 𝑣𝑖 ∗ 𝑣𝑗 = 𝜌𝜔 ∉ 𝐸∗(𝐻)}. Then 𝐻𝑝𝑤 ∪ 𝑌𝑝𝑤 ⊆ 𝐺𝑃𝑊, and 𝐻𝑝𝑤 + 𝑌𝑝𝑤 = 𝐺𝑃𝑊, where 𝑉(𝐻) ∪ 𝑉(𝑌) =

𝑉(𝐺𝑃𝑊) and 𝐸∗(𝐻) ∪ 𝐸∗(𝑌) ∪ {𝑒𝑖𝑗 = 𝑣𝑖𝑣𝑗:  𝑣𝑖 ∈ 𝑉(𝐻), 𝑣𝑗 ∈  𝑉(𝑌)∀𝑣𝑖, 𝑣𝑗 , 𝑛(𝑒𝑖𝑗 ) = 𝑣𝑖 ∗ 𝑣𝑗 = 𝜌𝜔}. 

 

Let 𝐻𝑝𝑤 = (𝑉(𝐻), 𝐸∗(𝐻), Φ(H)), 𝑌𝑝𝑤 = (𝑉(𝑌), 𝐸∗(𝑌), Φ(Y))   ⊆ �̇�𝑃𝑊  = (𝑉, 𝐸∗ , Φ)  ⊆ 𝐺𝑃𝑊 with𝑉(𝑌) = 𝑉(�̇�) − 𝑉(𝐻), 𝐸∗(𝑌) =

{𝑒𝑖𝑗 = 𝑣𝑖𝑣𝑗: 𝑛(𝑒𝑖𝑗) = 𝑣𝑖 ∗ 𝑣𝑗 = 𝜌𝜔 ∉ 𝐸∗(𝐻)}. Then 𝐻𝑝𝑤 ∪ 𝑌𝑝𝑤 ⊆ �̇�𝑃𝑊, and  

𝐻𝑝𝑤 ∪ 𝑌𝑝𝑤 = �̇�𝑃𝑊𝑖𝑓𝑓 

 𝐸∗(𝐻 ) ∪ 𝐸∗(𝑌 ) ∪ {𝑒𝑖𝑗 = 𝑣𝑖𝑣𝑗: 𝑣𝑖 ∈ 𝑉(𝐻), 𝑣𝑗 ∈ 𝑉(𝑌) ∧ 𝑛(𝑒𝑖𝑗) = 𝑣𝑖 ∗ 𝑣𝑗 = 𝜌𝜔 ∈ 𝐸∗(�̇�𝑃𝑊)}. 

   Now, we can give the following results on the network Graph- 𝑃𝑊 on flow function, value flow and capacity constraint. 

 

Theorem (1.2): If 𝐻𝑝𝑤 = (𝑉(𝐻𝑝𝑤), 𝐸∗(𝐻𝑝𝑤), Φ(𝐻𝑝𝑤)) ⊆ 𝐺𝑃𝑊 = (𝑉, 𝐸∗ , 𝛷)  of network Graph- 𝑃𝑊 , with   𝑝𝑤 = 𝑃𝑊, then 𝐻𝑝𝑤 +

𝐺𝑃𝑊 − 𝑉(𝐻𝑝𝑤) = 𝐺𝑃𝑊. 

Proof: By definition (1.6) the result follows. 
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Theorem (1.3): Let   𝜔(𝑒) = ∑ 𝜔𝑖+1𝑖=0 , 𝜌(𝑒) = ∑ (∑ 𝜔𝑖)
𝜌
𝑖=1 𝑗𝑗=1 > 𝑃𝑊 be total flow function and capacity constraint of networks 

Graph- 𝑃𝑊. Then there is 

∑ 𝜔𝑖+1(𝑒),𝑟=0 𝜌(𝑒) = ∑ (∑ 𝜔𝑖)
𝜌
𝑖=1 𝑟𝑟=1 ∈ 𝐻𝑝𝑤or 𝐺𝑃𝑊 − 𝑉(𝐻𝑝𝑤)  ⊆ 𝐺𝑃𝑊 = (𝑉, 𝐸∗ , 𝛷) such that 

I. 𝜔(𝑒) −  ∑ 𝜔𝑟+1𝑟=0 = 𝑃𝑊 , and 

II. 𝜌(𝑒) = ∑  (∑ 𝜔𝑖 
𝜌
𝑖=1

)
𝑗𝑗=1  − 𝜌(𝑒) = ∑  (∑ 𝜔𝑖 

𝜌
𝑖=1

)
𝑟𝑟=1 = 𝑃𝑊. 

Proof: I. Since   ∑ 𝜔𝑖+1 ∈ 𝐻𝑝𝑤or 𝐺𝑃𝑊 − 𝑉(𝐻𝑝𝑤)𝑟 =0 , then ∑ 𝜔𝑟+1𝑟=0 ∈ 𝐺𝑃𝑊, and by definition (1.5) the result follows, and  

II. Since 𝜌(𝑒) = ∑  (∑ 𝜔𝑖 
𝜌
𝑖=1 )

𝑟𝑟=1 ∈ 𝐻𝑝𝑤or 𝐺𝑃𝑊 − 𝑉(𝐻𝑝𝑤) ,then 

 𝜌(𝑒) = ∑  (∑ 𝜔𝑖 
𝜌
𝑖=1 )

𝑟𝑟=1 ∈ 𝐺𝑃𝑊, and the result follows. 

 

Theorem (1.4): Let   𝜔(𝑒) = ∑ 𝜔𝑖+1𝑖=0 , 𝜌(𝑒) = ∑ (∑ 𝜔𝑖)
𝜌
𝑖=1 𝑗𝑗=1  be total flow function and capacity constraint of networks Graph- 

𝑃𝑊 have value flow and let, 𝜔𝑗(𝑒), 𝜌𝑗 (𝑒) be total flow function and capacity constraint of sub-graph- 𝑝𝑤 from 𝐻𝑝𝑤 to 𝐺𝑃𝑊 −

𝑉(𝐻𝑝𝑤) . Then 𝑃𝑊 = 𝜔𝑗(𝑒) − 𝜔𝑟(𝑒), 𝑃𝑊 = 𝜌𝑗(𝑒)- 𝜌𝑟(𝑒)  , where 𝜔𝑟(𝑒) 𝜌𝑟(𝑒) are the total flow function and capacity constraint 

from 𝐺𝑃𝑊 − 𝑉(𝐻𝑝𝑤) to 𝐻𝑝𝑤 .Moreover, 𝑊 ≤ 𝜌𝑗(𝑒) . 

Proof: I. Since  𝜔(𝑒) = ∑ 𝜔𝑖+1,𝑖=0 𝜌(𝑒) = ∑ (∑ 𝜔𝑖)
𝜌
𝑖=1 𝑗𝑗=1 ∈  𝐺𝑃𝑊 , then the total flow 

 function and capacity constraint from  𝐻𝑝𝑤 or 𝐺𝑃𝑊 − 𝑉(𝐻𝑝𝑤)to 𝐺𝑃𝑊 equal the total flow 

 function and capacity constraint from 𝐺𝑃𝑊 to 𝐻𝑝𝑤 𝑜𝑟 𝐺𝑃𝑊 − 𝑉(𝐻𝑝𝑤), and 

𝐻𝑝𝑤 + 𝐺𝑃𝑊 − 𝑉(𝐻𝑝𝑤) = 𝐺𝑃𝑊, then 𝑃𝑊 = 𝜔𝑗(𝑒) − 𝜔𝑟(𝑒), 𝑃𝑊 = 𝜌𝑗(𝑒)- 𝜌𝑟(𝑒) 

   Moreover, 𝜔𝑗(𝑒) − 𝜔𝑟(𝑒) ≤ 𝜔𝑗(𝑒) ≤ 𝜌𝑗 (𝑒).  

 

Definition (1.7):  Let  �̇�𝑃𝑊  = (𝑉, 𝐸∗(�̇�𝑃𝑊  ), Φ), �̈�𝑃𝑊 = (𝑉, 𝐸∗(�̈�𝑃𝑊),Φ(�̈�𝑃𝑊) ⊆ 𝐺𝑃𝑊 

be sub − Graph − �̇��̇�and sub − Graph − �̈��̈�of network Graph − 𝑃𝑊 with 

𝑉 = {𝑣𝑖: 𝑖 = 1,2,3, … , 𝑛}, and 

 𝐸∗(�̇�𝑃𝑊 ) = {𝑒𝑖𝑗 = 𝑣𝑖𝑣𝑗:  𝑑𝑒𝑔 𝑣𝑖 = 𝑑𝑒𝑔𝑣𝑗  ∀𝑖, 𝑗 ∧   𝑛(𝑒𝑖𝑗) = 𝑣𝑖 ∗ 𝑣𝑗 = �̇��̇�}, and 

𝐸∗(�̈�𝑃𝑊) = {𝑒𝑖𝑗 = 𝑣𝑖𝑣𝑗:  𝑑𝑒𝑔 𝑣𝑖 = 𝑑𝑒𝑔𝑣𝑗  ∀𝑖, 𝑗 ∧   𝑛(𝑒𝑖𝑗) = 𝑣𝑖 ∗ 𝑣𝑗 = �̈��̈� ∉ 𝐸∗(�̇�𝑃𝑊 )}. 

Then �̇�𝑃𝑊and �̈�𝑃𝑊 are called Regulars sub-graph-�̇��̇� and 𝐬𝐮𝐛 − 𝐆𝐫𝐚𝐩𝐡 − �̈��̈�  denoted by  

 �̇�𝑃𝑊  and �̈�𝑃𝑊. �̇�𝑃𝑊 and �̈�𝑃𝑊 are 𝐬𝐞𝐦𝐢 − 𝐫𝐞𝐠𝐥𝐚𝐫𝐬   if one or two vertices have the equal degree different  of all vertices, that is, 

(𝑑𝑒𝑔 𝑣1 = 𝑑𝑒𝑔𝑣2) ≠ ( 𝑑𝑒𝑔 𝑣𝑖 = 𝑑𝑒𝑔𝑣𝑗)∀𝑖, 𝑗 ∧   𝑛(𝑒𝑖𝑗) = 𝑣𝑖 ∗ 𝑣𝑗 = �̇��̇� ∨ �̈��̈�. 

 

Theorem (1.5): �̇�𝑃𝑊  = (𝑉, 𝐸∗ , Φ) is regular sub − graph − �̇��̇�𝑖𝑓𝑓  �̈�𝑃𝑊 𝑜𝑟 �̇�𝑃𝑊 ∪ �̈�𝑃𝑊 are regulars.  

Moreover, if �̇�𝑃𝑊is semi − reglar sub − Graph − �̇��̇�, then �̈�𝑃𝑊 ∨ �̇�𝑃𝑊 ∪ �̈�𝑃𝑊  are semi − reglars or regulars. 

Therefore, �̇�𝑃𝑊 = �̈�𝑃𝑊 𝑖𝑓𝑓 �̇��̇� = �̈��̈�. 

Proof: See definition (1,7). 

 

Definition (1.8): Let �̇�𝑃𝑊 , �̈�𝑃𝑊 ⊆ 𝐺𝑃𝑊 be Graph − �̇��̇� and Graph − �̈��̈�of network 

 Graph − 𝑃𝑊with 𝑉(�̇�𝑃𝑊) = 𝑉(�̈�𝑃𝑊) = 𝑉(𝐺𝑃𝑊), 𝐸( �̇�𝑃𝑊) ∩ 𝐸(�̈�𝑃𝑊) = 𝜑, and  

�̇�𝑃𝑊 ∪ �̈�𝑃𝑊 = 𝐺𝑃𝑊.Then   �̅̇�𝑃𝑊 = (𝑉(𝐺𝑃𝑊), 𝐸∗ (�̅̇�𝑃𝑊) , Φ̅̇)  where 

 𝐸∗ (�̅̇�𝑃𝑊) = 𝐸∗(�̈�𝑃𝑊) ∪ {𝑛(𝑒𝑖𝑗): 𝑛(𝑒𝑖𝑗) = �̇��̇� − 𝑛(𝑒𝑖𝑗), 𝑛(𝑒𝑖𝑗)  ∈ 𝐸∗( �̇�𝑃𝑊)}, and 

�̅̈�𝑃𝑊 = (𝑉(𝐺𝑃𝑊), 𝐸∗ (�̅̈�𝑃𝑊) , Φ̅̈) where 

 𝐸∗ (�̅̈�𝑃𝑊) = 𝐸∗( �̇�𝑃𝑊) ∪ {𝑛(𝑒𝑖𝑗): 𝑛(𝑒𝑖𝑗) = �̈��̈� − 𝑛(𝑒𝑖𝑗), 𝑛(𝑒𝑖𝑗)  ∈ 𝐸∗( �̈�𝑃𝑊)} . 

 

Theorem (1.6):     �̅̇�𝑃𝑊 ∪ �̅̈�𝑃𝑊=( 𝑉(𝐺𝑃𝑊), 𝐸∗ (�̅̇�𝑃𝑊) ∪ 𝐸∗ (�̅̈�𝑃𝑊) , Φ̅̇ ∪  Φ̅̈). 

Proof: By definition (1.8) the result follows. 
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Theorem (1.7): 1. �̇�𝑃𝑊 ∪ �̈�𝑃𝑊 ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = �̅�𝑃𝑊 = �̅̇�𝑃𝑊 ∩ �̅̈�𝑃𝑊 , with �̇�𝑃𝑊 ∪ �̈�𝑃𝑊 = 𝐺𝑃𝑊 

                         2.  �̅̇�𝑃𝑊 ∪ �̅̈�𝑃𝑊 = 𝐺𝑃𝑊 = �̇�𝑃𝑊 ∩ �̈�𝑃𝑊 ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅,with 

 𝐸∗ ( �̅̇�𝑃𝑊 ∪ �̅̈�𝑃𝑊) = {max (𝑛(𝑒𝑖𝑗), 𝑛(𝑒𝑖𝑗)) ∶ 𝑛(𝑒𝑖𝑗) ∈ 𝐸∗( �̇�𝑃𝑊)𝑜𝑟 𝐸∗( �̈�𝑃𝑊)and 

 𝑛(𝑒𝑖𝑗) ∈ 𝐸∗ (�̅̇�𝑃𝑊) 𝑜𝑟𝐸∗ (�̅̈�𝑃𝑊)}. 

 

Proof: 1. Since  �̇�𝑃𝑊 ∪ �̈�𝑃𝑊 = 𝐺𝑃𝑊 , then �̇�𝑃𝑊 ∪ �̈�𝑃𝑊 ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = �̅�𝑃𝑊 , and by Morgan laws 

�̇�𝑃𝑊 ∪ �̈�𝑃𝑊  ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅= �̅̇�𝑃𝑊 ∩ �̅̈�𝑃𝑊, and  

2. �̅̇�𝑃𝑊 ∪ �̅̈�𝑃𝑊 = 𝐺𝑃𝑊 = �̇�𝑃𝑊 ∩ �̈�𝑃𝑊 ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ (by Morgan laws). 

Definition (1.9):Let �̇�𝑃𝑊 , �̈�𝑃𝑊 ⊆ 𝐺𝑃𝑊 be Graph − �̇��̇� and Graph − �̈��̈�network  

Graph − 𝑃𝑊with 𝑉(�̇�𝑃𝑊) = 𝑉(�̈�𝑃𝑊),𝐸( �̇�𝑃𝑊) ∩ 𝐸(�̈�𝑃𝑊) = 𝜑, and 

 �̇�𝑃𝑊 ∪ �̈�𝑃𝑊 = 𝐺𝑃𝑊.Then  �̇�𝑃𝑊 = (𝑉(𝐺𝑃𝑊), 𝐸∗(�̇�𝑃𝑊),Φ(�̇�𝑃𝑊)) where 

 𝐸∗(�̇�𝑃𝑊) = 𝐸∗(�̈�𝑃𝑊) ∪ {𝑛(𝑒𝑖𝑗): 𝑛(𝑒𝑖𝑗) = 𝑚𝑎𝑥(�̇��̇�, �̈��̈�) − 𝑛(𝑒𝑖𝑗), 𝑛(𝑒𝑖𝑗)  ∈ 𝐸∗( �̇�𝑃𝑊)} 

and        �̈�𝑃𝑊 = (𝑉(𝐺𝑃𝑊), 𝐸∗(�̈�𝑃𝑊),Φ(�̈�𝑃𝑊))where 

 𝐸∗(�̈�𝑃𝑊) = 𝐸∗( �̇�𝑃𝑊) ∪ {𝑛(𝑒𝑖𝑗): 𝑛(𝑒𝑖𝑗) = max (�̇��̇�, �̈��̈�) − 𝑛(𝑒𝑖𝑗), 𝑛(𝑒𝑖𝑗)  ∈ 𝐸∗( �̈�𝑃𝑊)}  

 

Theorem (1.8):  �̇�𝑃𝑊 ∪ �̈�𝑃𝑊 = 𝐺𝑃𝑊 ∪ �̅�𝑃𝑊 . 

Proof: By definition (1.3) and (1.9), the result follows. 

Definition (1.10): Let �̇�𝑃𝑊 , �̈�𝑃𝑊 ⊆ 𝐺𝑃𝑊 be Graph − �̇��̇� and Graph − �̈��̈� of network 

 Graph − 𝑃𝑊with  �̇�𝑃𝑊 = (𝑉(𝐺𝑃𝑊), 𝐸∗( �̇�𝑃𝑊),Φ ( �̇�𝑃𝑊)), 

𝐸∗( �̇�𝑃𝑊) = {𝑛(𝑒𝑖𝑗 ): 𝑛(𝑒𝑖𝑗) = �̇��̇� − 𝑛(𝑒𝑖𝑗 ) ∀𝑣𝑖, 𝑣𝑗 ∈ 𝑉(𝐺𝑃𝑊)} and 

�̈�𝑃𝑊 = (𝑉(𝐺𝑃𝑊), 𝐸∗( �̈�𝑃𝑊), Φ ( �̈�𝑃𝑊)), 

𝐸∗( �̈�𝑃𝑊) = {𝑛(𝑒𝑖𝑗 ): 𝑛(𝑒𝑖𝑗) = �̈��̈� − 𝑛(𝑒𝑖𝑗 ) ∀𝑣𝑖, 𝑣𝑗 ∈ 𝑉(𝐺𝑃𝑊)}. 

 

Theorem (1.9): �̇�𝑃𝑊 ∪ �̇�𝑃𝑊and �̈�𝑃𝑊 ∪ �̈�𝑃𝑊are complete Graph − �̇��̇� and   Graph-�̈��̈�. 

Proof: By definition (1.3) and (1.10)𝐺𝑃𝑊 ∪ �̅�𝑃𝑊 = �̇�𝑃𝑊 ∪ �̇�𝑃𝑊 or �̈�𝑃𝑊 ∪ �̈�𝑃𝑊with 

𝑃𝑊 = �̇��̇�and 𝑃𝑊 < �̈��̈� or 𝑃𝑊 = �̈��̈�and 𝑃𝑊 < �̇��̇�which are completes. 

Definition (1.11): Let �̇�𝑃𝑊 = (𝑉, 𝐸∗ , Φ)  ⊆ 𝐺𝑃𝑊 be connected Graph − �̇��̇� with loops and 

𝑉(�̇�𝑃𝑊) = 𝑉(𝐺𝑃𝑊) and let �̇�𝑃𝑊
2 = (𝑉, 𝐸2

∗ , Φ2) define as-well- as �̇�𝑃𝑊 with joint two vertices 𝑣𝑖, 𝑣𝑗non-adjacency by 𝑛(𝑒𝑖𝑗) = 𝑣𝑖 ∗

𝑣𝑗 with 𝑛(𝑒𝑖𝑟) and 𝑛(𝑒𝑟𝑗) adjacency by 𝑣𝑟, that is, equivalence  1 ≤ 𝑑(𝑣𝑖, 𝑣𝑗) ≤ 2, where 𝑣𝑖 is adjacent to 𝑣𝑗in �̇�𝑃𝑊, 𝑑(𝑣𝑖, 𝑣𝑗) is 

the minimum numbers of vertices except first or last vertex between 𝑣𝑖, 𝑣𝑗. We can continuous  to define �̇�𝑃𝑊
3 = (𝑉, 𝐸3

∗ , 𝛷3), … , 

then, �̇�𝑃𝑊
𝑟 = (𝑉, 𝐸𝑟

∗ , 𝛷𝑟) is called a Power Graph-�̇��̇�.  

 

Theorem (1.10):  �̇�𝑃𝑊
𝑟 = 𝐺𝑃𝑊𝑖𝑓𝑓 𝑟 = 𝑚𝑎𝑥𝑑(𝑣𝑖, 𝑣𝑗) 

Proof: Since �̇�𝑃𝑊 = (𝑉, 𝐸∗ , Φ)  ⊆ 𝐺𝑃𝑊with the loops, then�̇�𝑃𝑊
2  ⊆ 𝐺𝑃𝑊, and so on �̇�𝑃𝑊

𝑟−1  ⊆ 𝐺𝑃𝑊, and  �̇�𝑃𝑊
𝑟 = 𝐺𝑃𝑊𝑖𝑓𝑓 𝑟 =

𝑚𝑎𝑥𝑑(𝑣𝑖, 𝑣𝑗). 

Now, �̇�𝑝𝑊, �̅̇�𝑃𝑊 , �̅̈�𝑃𝑊�̇�𝑃𝑊 , �̈�𝑃𝑊 , �̇�𝑃𝑊, �̈�𝑃𝑊, and�̇�𝑃𝑊
𝑟 well define connected network Graph-�̇��̇�and Graph-�̈��̈�. 

Definition (1.12) A network symmetric Directed Graph-𝑷𝑾 is triple 𝑆𝐷𝑃𝑊 = (𝑉, 𝐴∗, 𝛷) consists of a non-empty Set 𝑉 =

{𝑣1,𝑣2, … , 𝑣𝑛}  of objects called vertices, points, nodes, or just dots, together with  directed pairs set of vertices 

𝐴∗ = {
а = (𝑎𝑖𝑗 = (𝑣𝑖, 𝑣𝑗) ∪ (𝑣𝑗 , 𝑣𝑖) = 𝑎𝑗𝑖)) ∶ 𝑖 ≠ 𝑗 𝑜𝑟 𝑖 = 𝑗 ∧

𝑛(а𝑖𝑗) = 𝑣𝑖 ∗ 𝑣j = 𝑣𝑗 ∗ 𝑣𝑖 = 𝜌𝜔
} 

is called edges, arcs or lines, satisfy 𝑃𝑊 = max(𝑛(а) = 𝑣𝑖 ∗ 𝑣j = 𝜌𝜔), where 𝑷 (non-negative integer) is the maximum numbers 

of 𝜌-arcs or loops between any pairs of vertices and 𝑊   is the uniform weighted with   𝑃𝑊 = 𝑚𝑎𝑥𝜌𝜔    depended on 𝜔  uniform  

sign weighted  in  𝜔 𝑖𝑛 𝐴∗ ,  and incident function Φ from 𝐴 to the set 𝑉2,that is, 

Φ: 𝐴∗ ↦ 𝑉2. The adjacency function matrix 𝑨𝒎(𝑺𝑫𝑷𝑾) define as 
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𝐴𝑚(𝑆𝐷𝑃𝑊) = {

  𝑛(а)   𝑖𝑓  𝑃 > 0 ⋀ 𝑤 > 0 ⋀ 𝑣𝑖 𝑗𝑜𝑖𝑛𝑒𝑑 𝑡𝑜 𝑣𝑗;  

𝑜 𝑜𝑟 ∞  𝑖𝑓                        𝜌𝜔 = 0   ;                    

−𝑛(а)  𝑖𝑓 𝑃 > 0 ⋀ 𝑤 < 0 ⋀ 𝑣𝑖 𝑗𝑜𝑖𝑛𝑒𝑑 𝑡𝑜 𝑣𝑗 .   

 

clear that it is if 𝑃 = 𝑊 = 1, then the symmetric Digraph- 𝑃𝑊 is natural symmetric Digrahp-1, and if 𝑃 > 0, 𝑊 = 1 the symmetric 

Digraph- 𝑃𝑊  is mullet symmetric Digraph- 𝑷, and if 𝑃 = 1, 𝑊 ∈ ℝ+  the symmetric Digraph- 𝑃𝑊 is weighted symmetric Digraph-

 𝑾  and Φ in symmetric Digraph- 𝑃𝑊  satisfy 

 ∀а ∈ 𝐴∗∃{(𝑣𝑖,𝑣𝑗), (𝑣𝑗 , 𝑣𝑖)} ∈ 𝑃2(𝑉) ∋ Φ(а) = {(𝑣𝑖, 𝑣𝑗), (𝑣𝑗 , 𝑣𝑖)}, Φis one –to-one if and only if Φ(а𝑖) = Φ(аj) ⟹ а𝑖 =

аj or а𝑖 ≠ аj ⟹ Φ(а𝑖) ≠ Φ(аj), onto if ∀{(𝑣𝑖,𝑣𝑗), (𝑣𝑗 , 𝑣𝑖)} ∈ 𝑃2(𝑉)∃а ∈ 𝐴∗ ∋ Φ({(𝑣𝑖, 𝑣𝑗), (𝑣𝑗 , 𝑣𝑖)}) = а 𝑜𝑟 Φ( 𝑃2 (𝑉)) = 𝐴∗, and 

if Φ one-to-one and onto is called corresponding then there is an inverse Φ−1 of Φ.  

     

 In the following definitions and theorems, incident function and adjacency function matrix define as well as. 

 

Definition (1.13):In the network symmetric Digraph- 𝑷𝑾, the weight 𝜔  is called symmetric flow function for each arcs of 𝜌 ∈

𝑛(а) with 𝜔𝑖  ≤ 𝜔𝑖+1 and 𝜌 = ∑ 𝜔𝑖
𝜌
𝑖=1   between any adjacent two pair vertices is called symmetric capacity constraint with 𝜔 ≤

𝜌 = ∑ 𝜔𝑖
𝜌
𝑖=1   a and the total symmetric flow function for any vertex  is 

 𝜔(а) = ∑ 𝜔𝑖+1 𝑖=0 , and the total symmetric capacity constraint for any vertex is  𝜌(а) = ∑ (∑ 𝜔𝑖
𝜌
𝑖=1 )

𝑗𝑗=1 with  𝜔(а) ≤ 𝜌(а). 

If 𝜔(а) = ∑ 𝜔𝑖+1 𝑖=0 = 𝑃𝑊 then  𝑃𝑊 is called value symmetric flow, therefore, for any intermediate vertex if the total symmetric 

flow is 𝑃𝑊 of these vertices is called symmetric flow conservation.  

   By these arguments the name symmetric Digraph- 𝑷𝑾and network symmetric Digraph- 𝑷𝑾are the same. 

 

Definition (1.14): The complement of 𝑆𝐷𝑃𝑊 is 𝑆𝐷𝑃𝑊 = (𝑉, 𝐴∗̅̅ ̅, Φ̅) with  

𝑉(𝑆𝐷𝑃𝑊) = 𝑉(𝑆𝐷𝑃𝑊), and 

 𝐴∗̅̅ ̅ = {а = (𝑣𝑖 𝑣j) ∪ (𝑣𝑗  𝑣𝑖)  ⋀  𝑛(а) = 𝑃𝑊 −  𝑛(а)∀𝑣𝑖, 𝑣𝑗 ∈ 𝑉(𝑆𝐷𝑃𝑊), and 

 Φ̅: 𝐴∗̅̅ ̅ → 𝑉2 . Therefore 𝑆𝐷𝑃𝑊 ∪  𝑆𝐷𝑃𝑊 =  𝐾|𝑉| − 𝑃𝑊 is called complete symmetric Digraph- 𝑷𝑾. 

 

Definition (1.15):  The regular of 𝑆𝐷𝑃𝑊is 𝑆𝑅𝑃𝑊 = (𝑉, 𝐴∗ ,Φ) with 

𝐴∗ = {а = (𝑣𝑖 𝑣j) ∪ (𝑣𝑗𝑣𝑖):  deg 𝑣𝑖 = 𝑑𝑒𝑔𝑣𝑗 ∧ 𝑛(а) = 𝑣𝑖 ∗ 𝑣j = 𝜌𝜔 = 𝑃𝑊 ∀𝑣𝑖, 𝑣𝑗 ∈ 𝑉(𝑆𝐷𝑃𝑊)}  

and 𝑆𝐷𝑃𝑊  is 𝐬𝐢𝐦𝐞 − 𝐫𝐞𝐠𝐮𝐥𝐚𝐫 if  

(𝑖𝑛𝑑𝑒𝑔 𝑣1 = 𝑖𝑛𝑑𝑒𝑔𝑣2) ≠ ( 𝑖𝑛𝑑𝑒𝑔 𝑣𝑖 = 𝑖𝑛𝑑𝑒𝑔𝑣𝑗) ∀𝑖, 𝑗 ∧   𝑛(а) = 𝑣𝑖 ∗ 𝑣𝑗=PW 

 

Theorem (1.12): If a symmetric Digraph- 𝑃𝑊 𝑆𝐷𝑃𝑊 = (𝑉, 𝐴∗ ,Φ) or 𝑆𝐷𝑃𝑊has an isolated vertex, then 𝑆𝐷𝑃𝑊 − 𝑣 or 𝑆𝐷𝑃𝑊 ∪  𝑆𝐷𝑃𝑊 

has not a isolated vertex.  

 

Proof: Since 𝑆𝐷𝑃𝑊 = (𝑉, 𝐴∗ ,𝛷) is defined on operations, then the operation module has only isolated vertex, and the operation 

of product has isolated vertex, if one of vertex is zero, and the anther operations 𝑆𝐷𝑃𝑊 has isolated vertex, therefore𝑆𝐷𝑃𝑊 − 𝑣 

or  

𝑆𝐷𝑃𝑊 ∪  𝑆𝐷𝑃𝑊 has not an isolated vertex. 

   Now, by these theorem 𝑆𝐷𝑃𝑊 ,𝑆𝐷𝑃𝑊 and 𝑆𝐷𝑃𝑊 ∪  �̅�𝑃𝑊  well define are connected and we can be taken these network. 

 

Definition (1.16):  In the value flow of the networks, if  ∑ 𝜔𝑖+1  𝑖=0 > 𝑃𝑊, then there is  ∑ 𝜔𝑗+1 𝑗=0  such that ∑ 𝜔𝑖+1 𝑖=0 −

 ∑ 𝜔𝑗+1 𝑗=0 = 𝑃𝑊, and𝑃𝑊 ≤ 𝜌(а) = ∑ (∑ 𝜔𝑖
𝜌
𝑖=1 )

𝑗𝑗=1 . 

 

Definition (1.17): A sub-symmetric Digraphs-�̇��̇� of a symmetric Digraph-PW is 𝑆𝐻𝑝𝑤 or 𝑆�̇�𝑃𝑊  = (𝑉, 𝐴∗ , Φ)  ⊆ 𝑆𝐷𝑃𝑊 

with𝑉(𝑆𝐻𝑝𝑤) ⊆ 𝑉(𝑆𝐷𝑃𝑊) or 

𝑉(𝑆�̇�𝑃𝑊) = 𝑉(𝑆𝐷𝑃𝑊), 𝐴∗(𝑆𝐻𝑝𝑤) or 

𝐴∗(𝑆�̇�𝑃𝑊) ⊆ 𝐴∗(𝑆𝐷𝑃𝑊),andΦ(𝑆𝐻𝑝𝑤) or Φ( 𝑆�̇�𝑃𝑊) ⊆ Φ(𝑆𝐷𝑃𝑊). 

Now, let 𝑆𝐻𝑝𝑤 = (𝑉(𝑆𝐻),𝐴∗(𝑆𝐻),Φ(𝑆𝐻))and  

𝑆𝑌𝑝𝑤 = (𝑉(𝑆𝑌), 𝐴∗(𝑆𝑌), Φ(𝑆𝑌))   ⊆ 𝑆𝐷𝑃𝑊 = (𝑉, 𝐴∗ , 𝛷) with 

𝑉(𝑆𝑌) = 𝑉(𝑆𝐷𝑃𝑊) − 𝑉(𝑆𝐻),  
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𝐴∗(𝑌) = {а = (𝑣𝑖, 𝑣𝑗) ∪ (𝑣𝑗  , 𝑣𝑖): 𝑛(а) = 𝑣𝑖 ∗ 𝑣𝑗 = 𝜌𝜔 ∉ 𝐴∗(𝑆𝐻)}. Then 

𝑆𝐻𝑝𝑤 ∪ 𝑆𝑌𝑝𝑤 ⊆ 𝑆𝐷𝑃𝑊, and 𝑆𝐻𝑝𝑤 + 𝑆𝑌𝑝𝑤 = 𝑆𝐷𝑃𝑊, where 𝑉(𝑆𝐻) ∪ 𝑉(𝑆𝑌) = 𝑉(𝑆𝐷𝑃𝑊)and 𝐴∗(𝑆𝐻) ∪ 𝐴∗(𝑆𝑌) ∪ {а = (𝑣𝑖, 𝑣𝑗) ∪

(𝑣𝑗 , 𝑣𝑖):  𝑣𝑖 ∈ 𝑉(𝐻), 𝑣𝑗 ∈  𝑉(𝑌)∀𝑣𝑖, 𝑣𝑗 ,  

𝑛(а) = 𝑣𝑖 ∗ 𝑣𝑗 = 𝜌𝜔}. 

Let 𝑆𝐻𝑝𝑤 = (𝑉(𝑆𝐻), 𝐴∗(𝑆𝐻), Φ(𝑆𝐻)),  

𝑆𝑌𝑝𝑤 = (𝑉(𝑆𝑌), 𝐴∗(𝑆𝑌), Φ(𝑆𝑌))   ⊆ 𝑆�̇�𝑃𝑊  = (𝑉, 𝐴∗ , Φ) ⊆ 𝑆𝐷𝑃𝑊 with 

𝑉(𝑆𝑌) = 𝑉(𝑆�̇�) − 𝑉(𝑆𝐻),  

𝐴∗(𝑌) = {а = (𝑣𝑖, 𝑣𝑗) ∪ (𝑣𝑗 , 𝑣𝑖): 𝑛(а) = 𝑣𝑖 ∗ 𝑣𝑗 = 𝜌𝜔 ∉ 𝐴∗(𝑆𝐻)}. Then 

 𝑆𝐻𝑝𝑤 ∪ 𝑆𝑌𝑝𝑤 ⊆ 𝑆�̇�𝑃𝑊, and 𝑆𝐻𝑝𝑤 ∪ 𝑆𝑌𝑝𝑤 = 𝑆�̇�𝑃𝑊𝑖𝑓𝑓 

 𝐴∗(𝑆𝐻 ) ∪ 𝐴∗(𝑆𝑌 ) ∪ {а = (𝑣𝑖, 𝑣𝑗) ∪ (𝑣𝑗  , 𝑣𝑖): 𝑣𝑖 ∈ 𝑉(𝑆𝐻),𝑣𝑗 ∈ 𝑉(𝑆𝑌) ∧ 

𝑛(а) = 𝑣𝑖 ∗ 𝑣𝑗 = 𝜌𝜔 ∈ 𝐴∗(𝑆�̇�𝑃𝑊)}. 

   Now, we can give the following results on the network symmetric Digraph- 𝑃𝑊 on symmetric flow function, value symmetric 

flow and symmetric capacity constraint. 

 

Theorem (1.13): If 𝑆𝐻𝑝𝑤 = (𝑉(𝑆𝐻𝑝𝑤), 𝐴∗(𝑆𝐻𝑝𝑤), Φ(𝑆𝐻𝑝𝑤)) ⊆ 𝑆𝐷𝑃𝑊 = (𝑉, 𝐴∗ ,𝛷)  of network symmetric Digraph- 𝑃𝑊, with   

𝑝𝑤 = 𝑃𝑊, then 

𝑆𝐻𝑝𝑤 + 𝑆𝐷𝑃𝑊 − 𝑉(𝑆𝐻𝑝𝑤) = 𝑆𝐷𝑃𝑊. 

 

Proof: By definition (1.17) the result follows. 

 

Theorem (1.14): Let   𝜔(а) = ∑ 𝜔𝑖+1𝑖=0 , 𝜌(а) = ∑ (∑ 𝜔𝑖)
𝜌
𝑖=1 𝑗𝑗=1 > 𝑃𝑊 be total symmetric flow function and symmetric capacity 

constraint of networks symmetric Digraph- 𝑃𝑊. Then there is 

∑ 𝜔𝑖+1 ,𝑟=0 𝜌(а) = ∑ (∑ 𝜔𝑖)
𝜌
𝑖=1 𝑟𝑟=1 ∈ 𝑆𝐻𝑝𝑤or 𝑆𝐷𝑃𝑊 − 𝑉(𝑆𝐻𝑝𝑤)  ⊆ 𝑆𝐷𝑃𝑊 = (𝑉, 𝐴∗ , 𝛷) such that 

                       I.  𝜔(а) − ∑ 𝜔𝑟+1𝑟=0 = 𝑃𝑊, and 

II. 𝜌(а) = ∑  (∑ 𝜔𝑖 
𝜌
𝑖=1 )

𝑗𝑗=1  − 𝜌(а) = ∑  (∑ 𝜔𝑖 
𝜌
𝑖=1 )

𝑟𝑟=1 = 𝑃𝑊. 

 

Proof: I. Since  ∑ 𝜔𝑖+1  ∈ 𝑆𝐻𝑝𝑤or 𝑆𝐷𝑃𝑊 − 𝑉(𝑆𝐻𝑝𝑤)𝑟=0 , then ∑ 𝜔𝑟+1𝑟=0 ∈ 𝑆𝐷𝑃𝑊, and by definition (1.5) the result follows, and  

II.  Since 𝜌(а) = ∑  (∑ 𝜔𝑖 
𝜌
𝑖=1 )

𝑟𝑟=1 ∈ 𝑆𝐻𝑝𝑤or 𝑆𝐷𝑃𝑊 − 𝑉(𝑆𝐻𝑝𝑤) ,then 

 𝜌(а) = ∑  (∑ 𝜔𝑖 
𝜌
𝑖=1 )

𝑟𝑟=1 ∈ 𝑆𝐷𝑃𝑊, and the result follows. 

Theorem (1.15): Let   𝜔(а) = ∑ 𝜔𝑖+1𝑖=0 , 𝜌(а) = ∑ (∑ 𝜔𝑖)
𝜌
𝑖=1 𝑗𝑗=1  be total symmetric flow function and symmetric capacity 

constraint of networks symmetric  Digraph- 𝑃𝑊 have value symmetric flow and let, 𝜔𝑗(а), 𝜌𝑗 (а) be total symmetric flow function 

and symmetric capacity constraint of sub- symmetric Digraph- 𝑝𝑤 from 𝑆𝐻𝑝𝑤 to 𝑆𝐷𝑃𝑊 − 𝑉(𝑆𝐻𝑝𝑤) . Then𝑃𝑊 =  𝜔𝑗(а) −

𝜔𝑟(а), 𝑃𝑊 = 𝜌𝑗 (а)- 𝜌𝑟(а)  , where 𝜔𝑟(а) 𝜌𝑟 (а) are the total symmetric flow function and symmetric capacity constraint from  

𝐺𝑃𝑊 − 𝑉(𝐻𝑝𝑤) to𝐻𝑝𝑤.Moreover, ≤ 𝜌𝑗(а) . 

 

Proof: Since  𝜔(а) = ∑ 𝜔𝑖+1,𝑖=0 𝜌(а) = ∑ (∑ 𝜔𝑖)
𝜌
𝑖=1 𝑗𝑗=1 ∈  𝐺𝑃𝑊 , then the total  

symmetric flow function and symmetric capacity constraint from  𝑆𝐻𝑝𝑤 or  

𝑆𝐷𝑃𝑊 − 𝑉(𝑆𝐻𝑝𝑤)to 𝑆𝐷𝑃𝑊 equal the total symmetric flow function and 

 symmetric capacity constraint from 𝑆𝐷𝑃𝑊 to 𝑆𝐻𝑝𝑤 𝑜𝑟 𝑆𝐷𝑃𝑊 − 𝑉(𝑆𝐻𝑝𝑤), and 

𝑆𝐻𝑝𝑤 + 𝑆𝐷𝑃𝑊 − 𝑉(𝑆𝐻𝑝𝑤) = 𝑆𝐷𝑃𝑊, then 𝑃𝑊 =  𝜔𝑗(а) − 𝜔𝑟(а), 𝑃𝑊 = 𝜌𝑗(а)- 𝜌𝑟(а) 

   Moreover, 𝜔𝑗(а) − 𝜔𝑟(а) ≤ 𝜔𝑗(а) ≤ 𝜌𝑗 (а).  

 

Definition (1.18): Let  𝑆�̇�𝑃𝑊  = (𝑉, 𝐴∗(𝑆�̇�𝑃𝑊 ), Φ)and  

𝑆�̈�𝑃𝑊 = (𝑉, 𝐴∗(𝑆�̈�𝑃𝑊), Φ(𝑆�̈�𝑃𝑊) ⊆ 𝑆𝐷𝑃𝑊 

be sub − symmetricDigraph − �̇��̇�and sub − symmetric Digraph − �̈��̈�of network  

symmetric Digraph − 𝑃𝑊 with 𝑉 = {𝑣𝑖: 𝑖 = 1,2,3, … , 𝑛}, and 
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𝐴∗(𝑆�̇�𝑃𝑊 ) = {а = 𝑣𝑖𝑣𝑗:  𝑑𝑒𝑔 𝑣𝑖 = 𝑑𝑒𝑔𝑣𝑗  ∀𝑖, 𝑗 ∧   𝑛(а) = 𝑣𝑖 ∗ 𝑣𝑗 = �̇��̇�}, and 

𝐴∗(𝑆�̈�𝑃𝑊) = {а = 𝑣𝑖𝑣𝑗:  𝑖𝑛𝑑𝑒𝑔 𝑣𝑖 = 𝑜𝑢𝑡𝑑𝑒𝑔𝑣𝑗  ∀𝑖, 𝑗 ∧  

𝑛(а) = 𝑣𝑖 ∗ 𝑣𝑗 = �̈��̈� ∉ 𝐸∗(𝑆�̇�𝑃𝑊 )}. 

 

Then 𝑆�̇�𝑃𝑊and 𝑆�̈�𝑃𝑊 are called Regulars sub- symmetric Digraph-�̇��̇� and 𝐬𝐮𝐛 − 𝐬𝐲𝐦𝐦𝐞𝐭𝐫𝐢𝐜 𝐃𝐢𝐠𝐫𝐚𝐩𝐡 − �̈��̈�denoted by  

𝑆�̇�𝑃𝑊  and 𝑆�̈�𝑃𝑊. 𝑆�̇�𝑃𝑊 and 𝑆�̈�𝑃𝑊 are 𝐬𝐞𝐦𝐢 − 𝐫𝐞𝐠𝐮𝐥𝐚𝐫    if one or two vertices have the equal degree different  of all vertices, 

that is , 

(𝑖𝑛𝑑𝑒𝑔 𝑣1 = 𝑖𝑛𝑑𝑒𝑔𝑣2) ≠ ( 𝑖𝑛𝑑𝑒𝑔 𝑣𝑖 = 𝑖𝑛𝑑𝑒𝑔𝑣𝑗)∀𝑖, 𝑗 ∧   𝑛(а) = 𝑣𝑖 ∗ 𝑣𝑗 = �̇��̇� ∨ �̈��̈�. 

 

Theorem (1.15): �̇�𝑃𝑊  = (𝑉, 𝐴∗ , Φ) is regular sub − symmetric Digraph − �̇��̇�𝑖𝑓𝑓  𝑆�̈�𝑃𝑊  

𝑜𝑟  𝑆�̇�𝑃𝑊 ∪ 𝑆�̈�𝑃𝑊 are regulars. Moreover, if 𝑆�̇�𝑃𝑊is semi − reglar sub − symmetric Digraph − �̇��̇�, then 𝑆�̈�𝑃𝑊 𝑜𝑟𝑆�̇�𝑃𝑊 ∪

𝑆�̈�𝑃𝑊  are semi − reglars or regulars. Therefore, 𝑆�̇�𝑃𝑊 = 𝑆�̈�𝑃𝑊 𝑖𝑓𝑓 �̇��̇� = �̈��̈�. 

 

Proof: See definition (1,7). 

 

Definition (1.19): Let 𝑆�̇�𝑃𝑊 ,𝑆�̈�𝑃𝑊 ⊆ 𝑆𝐷𝑃𝑊 be Graph − �̇��̇� and Graph − �̈��̈�of network 

 Graph − 𝑃𝑊with 𝑉(𝑆�̇�𝑃𝑊) = 𝑉(𝑆�̈�𝑃𝑊) = 𝑉(𝑆𝐷𝑃𝑊), 𝐴∗( 𝑆�̇�𝑃𝑊) ∩ 𝐴∗(𝑆�̈�𝑃𝑊) = 𝜑, and  

𝑆�̇�𝑃𝑊 ∪ 𝑆�̈�𝑃𝑊 = 𝑆𝐷𝑃𝑊.Then   𝑆�̇̅�𝑃𝑊 = (𝑉(𝑆𝐷𝑃𝑊), 𝐴∗(𝑆�̇̅�𝑃𝑊), Φ̅̇)  where 

 𝐴∗(𝑆�̇̅�𝑃𝑊) = 𝐴∗(𝑆�̈�𝑃𝑊) ∪ {𝑛(а): 𝑛(а) = �̇��̇� − 𝑛(а), 𝑛(а)  ∈ 𝐴∗( 𝑆�̇�𝑃𝑊)}, and 

𝑆�̈̅�𝑃𝑊 = (𝑉(𝑆𝐷𝑃𝑊), 𝐴∗ (�̅̈�𝑃𝑊) , Φ̅̈) where 

 𝐴∗(𝑆�̅̈�𝑃𝑊) = 𝐴∗( 𝑆�̇�𝑃𝑊) ∪ {𝑛(а): 𝑛(а) = �̈��̈� − 𝑛(а), 𝑛(а)  ∈ 𝐴∗( 𝑆�̈�𝑃𝑊)} . 

 

Theorem (1.16):     𝑆�̇̅�𝑃𝑊 ∪ 𝑆�̈̅�𝑃𝑊=( 𝑉(𝑆𝐷𝑃𝑊), 𝐴∗(𝑆�̅̇�𝑃𝑊) ∪ 𝐴∗(𝑆�̈̅�𝑃𝑊), Φ̅̇ ∪ Φ̅̈). 

 

Proof: By definition (1.8) the result follows. 

 

Theorem (1.17): 1. 𝑆�̇�𝑃𝑊 ∪ 𝑆�̈�𝑃𝑊 ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 𝑆𝐷𝑃𝑊 = 𝑆�̇̅�𝑃𝑊 ∩ 𝑆�̈̅�𝑃𝑊, with 𝑆�̇�𝑃𝑊 ∪ 𝑆�̈�𝑃𝑊 = 𝑆𝐷𝑃𝑊 

                         2.  𝑆�̇̅�𝑃𝑊 ∪ 𝑆�̈̅�𝑃𝑊 = 𝑆𝐷𝑃𝑊 = 𝑆�̇�𝑃𝑊 ∩ 𝑆�̈�𝑃𝑊 ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅,with 

 𝐴∗( 𝑆�̅̇�𝑃𝑊 ∪ 𝑆�̈̅�𝑃𝑊) = {max(𝑛(а), 𝑛(а)) ∶ 𝑛(а) ∈ 𝐴∗( 𝑆�̇�𝑃𝑊)𝑜𝑟 𝐴∗( 𝑆�̈�𝑃𝑊)and 

 𝑛(а) ∈ 𝐴∗(𝑆�̅̇�𝑃𝑊)𝑜𝑟𝐴∗(𝑆�̈̅�𝑃𝑊)}. 

 

Proof: 1. Since  𝑆�̇�𝑃𝑊 ∪ 𝑆�̈�𝑃𝑊 = 𝑆𝐷𝑃𝑊, then 𝑆�̇�𝑃𝑊 ∪ 𝑆�̈�𝑃𝑊 ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = 𝑆𝐷𝑃𝑊 = 𝑆�̇̅�𝑃𝑊 ∩ 𝑆�̈̅�𝑃𝑊 

(by De-Morgan laws), and so 2.  

 

Definition (1.20): Let �̇�𝑃𝑊 , 𝑆�̈�𝑃𝑊 ⊆ 𝑆𝐷𝑃𝑊 be sub − symmetric Digraph − �̇��̇� and sub − 

 symmetric Digraph − �̈��̈� of network symmetric Digraph − 𝑃𝑊with  

𝑉(𝑆�̇�𝑃𝑊) = 𝑉(𝑆�̈�𝑃𝑊),𝐸(𝑆�̇�𝑃𝑊) ∩ 𝐸(𝑆�̈�𝑃𝑊) = 𝜑, and 

 𝑆�̇�𝑃𝑊 ∪ 𝑆�̈�𝑃𝑊 = 𝑆𝐷𝑃𝑊.Then  𝑆�̇�𝑃𝑊 = (𝑉(𝑆𝐷𝑃𝑊), 𝐴∗(𝑆�̇�𝑃𝑊), Φ(𝑆�̇�𝑃𝑊)) where 

 𝐴∗(𝑆�̇�𝑃𝑊) = 𝐴∗(𝑆�̈�𝑃𝑊) ∪ {𝑛(а): 𝑛(а) = 𝑚𝑎𝑥(�̇��̇�, �̈��̈�) − 𝑛(а), 𝑛(а)  ∈ 𝐴∗( �̇�𝑃𝑊)} and     

�̈�𝑃𝑊 = (𝑉(𝑆𝐷𝑃𝑊), 𝐴∗(𝑆�̈�𝑃𝑊), Φ(𝑆�̈�𝑃𝑊))where 

 𝐴∗(𝑆�̈�𝑃𝑊) = 𝐴∗( 𝑆�̇�𝑃𝑊) ∪ {𝑛(а): 𝑛(а) = max (�̇��̇�, �̈��̈�) − 𝑛(а), 𝑛(а)  ∈ 𝐴∗( �̈�𝑃𝑊)}  

 

Theorem (1.18):  𝑆�̇�𝑃𝑊 ∪ 𝑆�̈�𝑃𝑊 = 𝑆𝐷𝑃𝑊 ∪ 𝑆𝐷𝑃𝑊. 

 

Proof: By definition (1.3) and (1.9), the result follows. 
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Definition (1.21): Let 𝑆�̇�𝑃𝑊 ,𝑆�̈�𝑃𝑊 ⊆ 𝑆𝐷𝑃𝑊  be sub − symmetric Digraph − �̇��̇� and sub − symmetric Digraph −

�̈��̈� of network 

 symmetric Digraph − 𝑃𝑊with  𝑆�̇�𝑃𝑊 = (𝑉(𝑆𝐷𝑃𝑊), 𝐴∗( 𝑆�̇�𝑃𝑊),Φ (𝑆 �̇�𝑃𝑊)), 

𝐴∗(𝑆 �̇�𝑃𝑊) = {𝑛(а): 𝑛(а) = �̇��̇� − 𝑛(а) ∀𝑣𝑖, 𝑣𝑗 ∈ 𝑉(𝑆𝐷𝑃𝑊)} and 

𝑆�̈�𝑃𝑊 = (𝑉(𝑆𝐷𝑃𝑊), 𝐴∗(𝑆 �̈�𝑃𝑊),Φ ( 𝑆�̈�𝑃𝑊)), 

𝐴∗( 𝑆�̈�𝑃𝑊) = {𝑛(а): 𝑛(а) = �̈��̈� − 𝑛(а) ∀𝑣𝑖, 𝑣𝑗 ∈ 𝑉(𝑆𝐷𝑃𝑊)}. 

 

Theorem (1.19): 𝑆�̇�𝑃𝑊 ∪ 𝑆�̇�𝑃𝑊and 𝑆�̈�𝑃𝑊 ∪ 𝑆�̈�𝑃𝑊are complete symmetric Digraph − �̇��̇� and   symmetric Digraph-�̈��̈�. 

Proof: By definition (1.3) and (1.10)we have 

𝑆𝐷𝑃𝑊 ∪ 𝑆𝐷𝑃𝑊 = 𝑆�̇�𝑃𝑊 ∪ 𝑆�̇�𝑃𝑊 or 𝑆�̈�𝑃𝑊 ∪ 𝑆�̈�𝑃𝑊with 

𝑃𝑊 = �̇��̇�and 𝑃𝑊 < �̈��̈� or 𝑃𝑊 = �̈��̈�and 𝑃𝑊 < �̇��̇�which are completes. 

 

Definition (1.22): Let 𝑆�̇�𝑃𝑊 = (𝑉, 𝐴∗ ,Φ)  ⊆ 𝑆𝐷𝑃𝑊 be connected sub − symmetric  

Digraph − �̇��̇� with loops and 𝑉(𝑆�̇�𝑃𝑊) = 𝑉(𝑆𝐷𝑃𝑊) and let 𝑆�̇�𝑃𝑊
2 = (𝑉, 𝐴2

∗ , Φ2) define as-well- as 𝑆�̇�𝑃𝑊 with joint two vertices 

𝑣𝑖, 𝑣𝑗non-adjacency by 𝑛(а𝑖𝑗) = 𝑣𝑖 ∗ 𝑣𝑗 with 𝑛(а𝑖𝑟) and 𝑛(а𝑟𝑗) adjacency by 𝑣𝑟, that is, equivalence  1 ≤ 𝑑(𝑣𝑖, 𝑣𝑗) ≤

2, where 𝑣𝑖 is adjacent to 𝑣𝑗in 𝑆�̇�𝑃𝑊, 𝑑(𝑣𝑖, 𝑣𝑗) is the minimum numbers of vertices except first or last vertex between 𝑣𝑖, 𝑣𝑗. We 

can continuous define 𝑆�̇�𝑃𝑊
3 = (𝑉, 𝐴3

∗ , 𝛷3), … , then, 𝑆�̇�𝑃𝑊
𝑟 = (𝑉, 𝐴𝑟

∗ , 𝛷𝑟) is called a Power 𝐬𝐲𝐦𝐦𝐞𝐭𝐫𝐢𝐜 Digraph-�̇��̇�.  

 

Theorem (1.20):  𝑆�̇�𝑃𝑊
𝑟 = 𝑆𝐷𝑃𝑊𝑖𝑓𝑓 𝑟 = 𝑚𝑎𝑥𝑑(𝑣𝑖, 𝑣𝑗) 

 

Proof: Since 𝑆�̇�𝑃𝑊 = (𝑉, 𝐴∗ , Φ)  ⊆ 𝑆𝐷𝑃𝑊with the loops, then𝑆�̇�𝑃𝑊
2  ⊆ 𝑆𝐷𝑃𝑊, and so on  

𝑆�̇�𝑃𝑊
𝑟−1  ⊆ 𝑆𝐷𝑃𝑊, and  𝑆�̇�𝑃𝑊

𝑟 = 𝑆𝐷𝑃𝑊𝑖𝑓𝑓 𝑟 = 𝑚𝑎𝑥𝑑(𝑣𝑖, 𝑣𝑗). 

    

Now, 𝑆�̇�𝑝𝑊, 𝑆�̇̅�𝑃𝑊 , 𝑆�̈̅�𝑃𝑊𝑆�̇�𝑃𝑊, 𝑆�̈�𝑃𝑊 , 𝑆�̇�𝑃𝑊, 𝑆�̈�𝑃𝑊, and 𝑆�̇�𝑃𝑊
𝑟  well define connected network symmetric Digraph-�̇��̇�and 

symmetric Digraph-�̈��̈�. 

 

Theorem (1.21):   𝐺𝑃𝑊 = 𝑆𝐷𝑃𝑊       𝑖𝑓𝑓  𝑉(𝐺𝑃𝑊) = 𝑉(𝑆𝐷𝑃𝑊),𝑎𝑛𝑑      𝐷𝑃𝑊 = 𝐷 𝑃𝑊
−1  

    

Proof: 𝐺𝑃𝑊 = 𝑆𝐷𝑃𝑊       𝑖𝑓𝑓        𝑆𝐷𝑃𝑊 = 𝐷𝑃𝑊 ∪  𝐷 𝑃𝑊
−1   satisfy  𝑉(𝐺𝑃𝑊) = 𝑉(𝑆𝐷𝑃𝑊),   

𝑒 = {𝑣𝑖 , 𝑣𝑗} = а = (𝑎𝑖𝑗 = (𝑣𝑖 , 𝑣𝑗) ∪ (𝑣𝑗  , 𝑣𝑖) = 𝑎 𝑖𝑗
−1) ∀ 𝑖 ≠ 𝑗, 𝑖 = 𝑗, 𝑎𝑛𝑑  

  deg
𝑣𝑖 ∈𝑉(𝐺𝑃𝑊)

𝑣𝑖 =  indeg
𝑣𝑖 ∈𝑉(𝑆𝐷𝑃𝑊)

𝑣𝑖 =  oudeg
𝑣𝑖 ∈𝑉(𝑆𝐷𝑃𝑊)

𝑣𝑖  , and 

 deg
𝑛(𝑒𝑖𝑗)∈𝐸∗

𝑛(𝑒𝑖𝑗) =  indeg
𝑛(а)∈𝐴∗

𝑛(а) =  oudeg
𝑛(а)∈𝐴∗

𝑛(а) 

 

Moreover             𝐸∗ = 𝐴∗  𝑖𝑓𝑓 𝐸∗ = (𝐴(𝐷𝑃𝑊) =  𝐴(𝐷 𝑃𝑊
−1 )), and𝑃2 (𝑉) = 𝑉2   𝑖𝑓𝑓   𝐺𝑃𝑊 = (𝐷𝑃𝑊 =  𝐷 𝑃𝑊

−1 ). 

 

2. Networks Change Graph-𝑷𝑾and Change Symmetric Digraph-𝑷𝑾: 

Definition (2.1): Let 𝐺𝑃𝑊 = (𝑉, 𝐸, Φ) be Graph-PW. Then we can define the change Graph-PW as L(𝐺𝑃𝑊) =

(𝑉(𝐸∗), 𝐸∗(𝐿), 𝐿(Φ))with 𝑉(𝐸∗) = { 𝑛 (𝑒𝑖𝑗): 𝑛 (𝑒𝑖𝑗) ∈ 𝐸∗(𝐺𝑃𝑊)},  

𝐸∗(𝐿) = {𝑒𝑖𝑗 = 𝑛(𝑒𝑖𝑟)𝑛(𝑒𝑟𝑗): 𝑛(𝑒𝑖𝑗) = 𝑛(𝑒𝑖𝑟) ∗ 𝑛(𝑒𝑟𝑗) = 𝜌𝜔} , 

𝐸∗(𝐿) = {𝑒𝑖𝑗 = 𝑛(𝑒𝑖𝑟)𝑛(𝑒𝑟𝑗): 𝑛(𝑒𝑖𝑗) =  𝑣𝑖 ∗ 𝑣𝑗 = 𝜌𝜔}, 

𝐸∗(𝐿) = {𝑒𝑖𝑗 = 𝑛(𝑒𝑖𝑟)𝑛(𝑒𝑟𝑗): 𝑛(𝑒𝑖𝑗) =  𝑣𝑟 ∗ 𝑣𝑟 = 𝜌𝜔} or 

𝐸∗(𝐿) = {𝑒𝑖𝑗 = 𝑛(𝑒𝑖𝑟)𝑛(𝑒𝑟𝑗): 𝑛(𝑒𝑖𝑗) =  𝑣𝑟 = 𝜌𝜔} , that is,  

the set  𝑛 (𝑒𝑖𝑗)-edges of 𝐸∗ (𝐺𝑃𝑊) is vertices in  𝐿(𝐺𝑃𝑊) , and  the 𝑒𝑖𝑗  in 𝐸∗(𝐿) if and only if  𝑛(𝑒𝑖𝑟) 𝑎𝑛𝑑 𝑛(𝑒𝑟𝑗 ) are adjacency of 

vertex   𝑣𝑟 , 

 𝐿(Φ): 𝐸∗(𝐿) → 𝑃2 (𝑉(𝐸∗)), and 

𝑃𝑊 = 𝑚𝑎𝑥𝜌𝜔 = 𝑚𝑎𝑥𝑛(𝑒𝑖𝑗 ) ∗ 𝑛(𝑒𝑟𝑗 ), 𝑣𝑖 ∗ 𝑣𝑗 , 𝑣𝑟 ∗ 𝑣𝑟𝑜𝑟 𝑣𝑟 = 𝜌𝜔. 
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Moreover, we can be found  𝐿2(𝐺𝑃𝑊) = 𝐿(𝐿(𝐺𝑃𝑊) ),…, 𝐿𝑛 (𝐺𝑃𝑊) = 𝐿(𝐿𝑛−1(𝐺𝑃𝑊)) . 

Applied all definitions in the definition(1.1) and definition (1.2) in the definition (2.1).  

 

Definition (2.2):  The complement of network change Graph-PW 

L(𝐺𝑃𝑊) = (𝑉(𝐸∗), 𝐸∗(𝐿), 𝐿(Φ)) is  �̅�(𝐺𝑃𝑊) = (𝑉(𝐸∗), 𝐸∗̅̅ ̅(L̅), L̅ (Φ ̅̅ ̅))with 

𝐸∗̅̅ ̅(𝐿) = {𝑒𝑖𝑗: 𝑛(𝑒𝑖𝑗) = 𝑃𝑊 −  𝑛(𝑒𝑖𝑗) , 𝑖 ≠ 𝑗 𝑜𝑟 𝑖 = 𝑗}  

L̅(Φ ̅̅ ̅): 𝐸∗̅̅ ̅(L̅) → 𝑃2(𝑉(𝐸∗)), and 

𝑃𝑊 = 𝑚𝑎𝑥 𝑛(𝑒𝑖𝑗). 

 

Moreover, 𝐿(𝐺𝑃𝑊) ∪ 𝐸∗̅̅ ̅(𝐿) = 𝐾|𝑉(𝐸∗)| − 𝑃𝑊.  

 

Definition (2.3): Let 𝐺𝑃𝑊 = (𝑉, 𝐸∗ , Φ) be network regular Graph-PW. Then we can define the network change regular Graph-PW 

as  L(𝐺𝑃𝑊) = (𝑉(𝐸∗), 𝐸∗(L), Φ(L)) 𝑤𝑖𝑡ℎ  

𝑉(𝐸∗) = { 𝑃𝑊:  𝑃𝑊 ∈ 𝐸∗(𝐺𝑃𝑊)}, 

𝐸∗( L) = {𝑒𝑖𝑗 ∶ 𝑛(𝑒𝑖𝑗) =
|𝑉|2(|𝑉| − 1)

2
𝑃𝑊 ∗ 𝑃𝑊 = 𝜌𝜔} , 

Φ(L): 𝐸∗(L) → 𝑃2(𝑉(𝐸∗)), and 𝑃𝑊 = 𝑚𝑎𝑥𝜌𝜔. 

 

Definition (2.4): Applied definitions (1.5) and (1.6) in the network change Graph-PW. 

 

Theorem (2.1): Applied theorems (1.1),(1.2),(1.3) and (1.4) in the network change Graph-PW.  

 

   Clear that if 𝐺𝑃𝑊 = (𝑉, 𝐸∗ , Φ) is connected Graph-PW.  Then L(𝐺𝑃𝑊) = (𝑉(𝐸∗), 𝐸∗(𝐿), 𝐿(Φ)) is connected change Graph-PW, if 

𝐺𝑃𝑊 = (𝑉, 𝐸∗ , Φ) has a soiled vertex, then �̅�𝑃𝑊 = (𝑉, 𝐸∗̅̅ ̅, Φ̅) or  𝐺𝑃𝑊 ∪ �̅�𝑃𝑊  are connected, so  𝐿(�̅�𝑃𝑊) and   L(𝐺𝑃𝑊 ∪

�̅�𝑃𝑊),moreover can be looking the change Graph-PW  L( 𝐺𝑃𝑊 ∪ �̅�𝑃𝑊)has only one vertex with the loops. If  𝐺𝑃𝑊 = (𝑉, 𝐸∗ , Φ)  has 

a soiled vertex, then 

L(𝐺𝑃𝑊) = (𝑉(𝐸∗), 𝐸∗(𝐿), 𝐿(Φ)) is connected . 

 

Definition (2.5): The definitions (1.7) define similar of definition (2.3) in the network change Graph-PW. 

 

Definition (2.6): Applied the definitions (1.8), (1.9),(1.10) and (1.11) in the network change Graph-PW. 

 

Theorem (2.2): Applied theorems (1.6), (1.7),(1.8), (1.9) and (1.10) in the network change Graph-PW.  

    Now, let �̇�𝑃𝑊 , �̈�𝑃𝑊 ⊆ 𝐺𝑃𝑊 𝑏𝑒 𝐺𝑟𝑎𝑝ℎ − �̇��̇� 𝑎𝑛𝑑 𝐺𝑟𝑎𝑝ℎ − �̈��̈�𝑤𝑖𝑡ℎ  

𝑉(�̇�𝑃𝑊) = 𝑉(�̈�𝑃𝑊), 𝐸( �̇�𝑃𝑊) ∩ 𝐸(�̈�𝑃𝑊) = 𝜑, 𝑎𝑛𝑑 �̇�𝑃𝑊 ∪ �̈�𝑃𝑊 = 𝐺𝑃𝑊. 

Clear that  �̇�𝑃𝑊 is 𝐿( �̇�𝑃𝑊) , and 𝐿2 (�̇�𝑃𝑊) = 𝐿(𝐿(�̇�𝑃𝑊) ),…, 𝐿𝑛 (�̇�𝑃𝑊) = 𝐿(𝐿𝑛−1(�̇�𝑃𝑊)) and�̈�𝑃𝑊 is 𝐿( �̈�𝑃𝑊) , and 𝐿2(�̈�𝑃𝑊) =

𝐿(𝐿(�̈�𝑃𝑊) ),…, 𝐿𝑛(�̈�𝑃𝑊) = 𝐿(𝐿𝑛−1(�̈�𝑃𝑊)). 

 

Theorem (2.3):  �̅̇�𝑃𝑊 , �̅̈�𝑃𝑊 , �̇�𝑃𝑊 and �̈�𝑃𝑊 have network change Graph-PW and 

𝐿 (�̅̇�𝑃𝑊) , 𝐿2 (�̅̇�𝑃𝑊) = 𝐿 (𝐿 (�̅̇�𝑃𝑊)) , … , 𝐿𝑛 (�̅̇�𝑃𝑊) = 𝐿( 𝐿𝑛−1 (�̅̇�𝑃𝑊), 

𝐿 (�̅̈�𝑃𝑊) , 𝐿2 (�̅̈�𝑃𝑊) = 𝐿 (𝐿 (�̅̈�𝑃𝑊)) , … , 𝐿𝑛 ( �̅̈�𝑃𝑊) = 𝐿( 𝐿𝑛−1 ( �̅̈�𝑃𝑊)), 

𝐿( �̇�𝑃𝑊) , 𝐿2 (�̇�𝑃𝑊) = 𝐿(𝐿(�̇�𝑃𝑊) ),…, 𝐿𝑛(�̇�𝑃𝑊) = 𝐿(𝐿𝑛−1(�̇�𝑃𝑊)) and 

𝐿( �̈�𝑃𝑊) , 𝐿2 (�̈�𝑃𝑊) = 𝐿(𝐿(�̈�𝑃𝑊) ),…, 𝐿𝑛(�̈�𝑃𝑊) = 𝐿(𝐿𝑛−1(�̈�𝑃𝑊)).   

 

Proof: By the definition (2.1) the result follows. 

 

Theorem (2.4): Every  �̇�𝑃𝑊
𝑟 = (𝑉, 𝐸𝑟

∗ , 𝛷𝑟) there is 𝐿(�̇�𝑃𝑊
𝑟 ), 𝑟 = 1,2,3, … , 𝑚𝑎𝑥𝑑(𝑣𝑖, 𝑣𝑗). 

Moreover,  𝐿2 (�̇�𝑃𝑊
𝑟 ) = 𝐿(𝐿 �̇�𝑃𝑊

𝑟 ), … , 𝐿𝑛 (�̇�𝑃𝑊
𝑟 ) = 𝐿𝑛−1( �̇�𝑃𝑊

𝑟 ). 
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Proof: By theorem (1.10) and the definition (2.1) the result follows.  

 

Definition (2.7): Let 𝑆𝐷𝑃𝑊 = (𝑉, 𝐴∗ , Φ) be Symmetric Digraph-PW. Then we can define the change symmetric Digraph-PW is 

L(𝑆𝐷𝑃𝑊) = (𝑉(𝐴∗), 𝐴∗(𝐿), 𝐿(Φ))with 

𝑉(𝐴∗) = { 𝑛( а): 𝑛 (а) ∈ 𝐴∗(𝑆𝐷𝑃𝑊)}, 

𝐴∗(𝐿) = {а𝑖𝑗 = 𝑛(а𝑖𝑟) 𝑛(а𝑟𝑗): 𝑛(а𝑖𝑗) = 𝑛(а𝑖𝑟) ∗ 𝑛(а𝑟𝑗) = 𝜌𝜔} , 

𝐴∗(𝐿) = {а𝑖𝑗 = 𝑛(а𝑖𝑟) 𝑛(а𝑟𝑗): 𝑛(а𝑖𝑗) = 𝑣𝑖 ∗ 𝑣𝑗 = 𝜌𝜔}, 

𝐴∗(𝐿) = {а𝑖𝑗 = 𝑛(а𝑖𝑟) 𝑛(а𝑟𝑗): 𝑛(а𝑖𝑗) = 𝑣𝑟 ∗ 𝑣𝑟 = 𝜌𝜔} or 

𝐴∗(𝐿) = {а𝑖𝑗 = 𝑛(а𝑖𝑟) 𝑛(а𝑟𝑗): 𝑛(а𝑖𝑗) =  𝑣𝑟 = 𝜌𝜔} , 

that is, the symmetric set  𝑛 (а𝑖𝑗)-arcs of 𝐴∗ (𝑆𝐷𝑃𝑊) is vertices in  𝐿(𝑆𝐷𝑃𝑊) , and  the а𝑖𝑗  in 𝐴∗(𝐿) if and only if  𝑛(а𝑖𝑟) and 𝑛(а𝑟𝑗) 

are adjacency of vertex   𝑣𝑟 , 

 𝐿(Φ): 𝐴∗(𝐿) →  𝑉2(𝐴∗), and 

𝑃𝑊 = 𝑚𝑎𝑥𝜌𝜔 = 𝑚𝑎𝑥 𝑛(а𝑖𝑗) ∗ 𝑛(а𝑟𝑗), 𝑣𝑖 ∗ 𝑣𝑗 , 𝑣𝑟 ∗ 𝑣𝑟𝑜𝑟 𝑣𝑟 = 𝜌𝜔. 

 

Moreover, we can be found  𝐿2(𝑆𝐷𝑃𝑊) = 𝐿(𝐿(𝑆𝐷𝑃𝑊) ),…, 𝐿𝑛 (𝑆𝐷𝑃𝑊) = 𝐿(𝐿𝑛−1(𝑆𝐷𝑃𝑊)) . 

Applied all definitions in the definition (1.12) and definition (1.13) in the definition (2.7).  

 

Definition (2.8):  The complement of change symmetric Digraph-PW  

 L(𝑆𝐷𝑃𝑊) = (𝑉(𝐴∗), 𝐴∗(𝐿), 𝐿(Φ)) is  �̅�(𝑆𝐷𝑃𝑊) = (𝑉(𝐴∗), 𝐴∗̅̅ ̅(L̅), L̅ (Φ ̅̅ ̅))with 

𝐴∗̅̅ ̅(L̅) = {а𝑖𝑗: 𝑛(а𝑖𝑗) = 𝑃𝑊 −  𝑛(а𝑖𝑗) , 𝑖 ≠ 𝑗 𝑜𝑟 𝑖 = 𝑗}  

L̅(Φ ̅̅ ̅): 𝐴∗̅̅ ̅(L̅)  → 𝑉2(𝐴∗),, and 

𝑃𝑊 = 𝑚𝑎𝑥 𝑛(а𝑖𝑗) = 𝑚𝑎𝑥𝜌𝜔. 

Moreover, 𝐿(𝑆𝐷𝑃𝑊) ∪  𝐴∗̅̅ ̅(𝐿) = 𝐾|𝑉(𝐴∗)| − 𝑃𝑊   

 

Definition (2.9): Let 𝑆𝐷𝑃𝑊 = (𝑉, 𝐴∗ , Φ) be regular symmetric Digraph-PW. Then we can define the change regular symmetric 

Digraph-PW is  

L(𝐺𝑃𝑊) = (𝑉(𝐸∗), 𝐸∗(L), Φ(L))𝑤𝑖𝑡ℎ 𝑉(𝐸∗) = { 𝑃𝑊:  𝑃𝑊 ∈ 𝐸∗(𝐺𝑃𝑊)}, 

𝐴∗( L) = {а𝑖𝑗 ∶ 𝑛(а𝑖𝑗) =
|𝑉|2(|𝑉| − 1)

2
𝑃𝑊 ∗ 𝑃𝑊 = 𝜌𝜔}   

Φ(L): 𝐴∗(L) → 𝑃2(𝑉(𝐸∗)), and 𝑃𝑊 = 𝑚𝑎𝑥𝜌𝜔 

 

Definition (2.10): Applied definitions (1.14) and (1.15) in the network change symmetric Digraph-PW. 

 

Theorem (2.5): Applied theorems (1.12), (1.3), (1.14) and (1.15) in the network change symmetric Digraph-PW.  

    Clear that if 𝑆𝐷𝑃𝑊 = (𝑉, 𝐴∗ ,Φ) is connected symmetric Digraph-PW, then  

L(𝑆𝐷𝑃𝑊) = (𝑉(𝐴∗), 𝐴∗(𝐿), 𝐿(Φ)) is connected change symmetric Digraph-PW, if 𝑆𝐷𝑃𝑊 = (𝑉, 𝐴∗ , Φ) has a soiled vertex, then 

𝑆𝐷𝑃𝑊 = (𝑉, 𝐸∗̅̅ ̅, Φ̅) or  𝑆𝐷𝑃𝑊 ∪ 𝑆�̅�𝑃𝑊  are connected, so  𝐿(𝑆𝐷𝑃𝑊) and  L( 𝑆𝐷𝑃𝑊 ∪ 𝑆𝐷𝑃𝑊),moreover can be looking the change 

symmetric Digraph-PW  L( 𝑆𝐷𝑃𝑊 ∪ 𝑆𝐷𝑃𝑊)has only one vertex with the loops. If  𝑆𝐷𝑃𝑊 = (𝑉, 𝐴∗ ,Φ)  has a soiled vertex, then 

L(𝑆𝐷𝑃𝑊) = (𝑉(𝐴∗), 𝐴∗(𝐿), 𝐿(Φ)) is connected .  

 

Definition (2.11): The definition (1.16) define similar of definition (2.9) in the network change symmetric Digraph-PW. 

 

Definition (2.12): Applied the definitions (1.17),,(1.18),(1.19) and (1.20) in the network change symmetric Digraph-PW. 

 

Theorem (2.6): Applied theorems (1.17),(1.18),(1.19), and (1.20)  in the network change symmetric Digraph-PW.  

    Now, let �̇�𝑃𝑊 , �̈�𝑃𝑊 ⊆ 𝐺𝑃𝑊 𝑏𝑒 𝐺𝑟𝑎𝑝ℎ − �̇��̇� 𝑎𝑛𝑑 𝐺𝑟𝑎𝑝ℎ − �̈��̈�with  

𝑉(�̇�𝑃𝑊) = 𝑉(�̈�𝑃𝑊), 𝐸( �̇�𝑃𝑊) ∩ 𝐸(�̈�𝑃𝑊) = 𝜑, 𝑎𝑛𝑑 �̇�𝑃𝑊 ∪ �̈�𝑃𝑊 = 𝐺𝑃𝑊. 
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Clear that  �̇�𝑃𝑊 is 𝐿( �̇�𝑃𝑊) , and 𝐿2 (�̇�𝑃𝑊) = 𝐿(𝐿(�̇�𝑃𝑊) ),…, 𝐿𝑛 (�̇�𝑃𝑊) = 𝐿(𝐿𝑛−1(�̇�𝑃𝑊)) and�̈�𝑃𝑊 is 𝐿( �̈�𝑃𝑊) , and 𝐿2(�̈�𝑃𝑊) =

𝐿(𝐿(�̈�𝑃𝑊) ),…, 𝐿𝑛(�̈�𝑃𝑊) = 𝐿(𝐿𝑛−1(�̈�𝑃𝑊)) 

 

Theorem (2.7):  𝑆�̇̅�𝑃𝑊, 𝑆�̈̅�𝑃𝑊, 𝑆�̇�𝑃𝑊 and𝑆�̈�𝑃𝑊 have network change symmetric  

Digraph-PW and 

𝐿(𝑆�̅̇�𝑃𝑊),𝐿2 (𝑆�̅̇�𝑃𝑊) = 𝐿 (𝐿(𝑆�̇̅�𝑃𝑊)) , … , 𝐿𝑛(𝑆�̇̅�𝑃𝑊) = 𝐿( 𝐿𝑛−1(𝑆�̇̅�𝑃𝑊), 

𝐿(𝑆�̈̅�𝑃𝑊), 𝐿2(𝑆�̈̅�𝑃𝑊) = 𝐿 (𝐿(𝑆�̅̈�𝑃𝑊)) , … , 𝐿𝑛 ( 𝑆�̈̅�𝑃𝑊) = 𝐿( 𝐿𝑛−1( 𝑆�̈̅�𝑃𝑊)), 

𝐿(𝑆�̇�𝑃𝑊) , 𝐿2(𝑆�̇�𝑃𝑊) = 𝐿(𝐿(𝑆�̇�𝑃𝑊) ),…, 𝐿𝑛 (𝑆�̇�𝑃𝑊) = 𝐿(𝐿𝑛−1(𝑆�̇�𝑃𝑊)) and 

𝐿( 𝑆�̈�𝑃𝑊) , 𝐿2 (𝑆�̈�𝑃𝑊) = 𝐿(𝐿(𝑆�̈�𝑃𝑊) ),…, 𝐿𝑛(𝑆�̈�𝑃𝑊) = 𝐿(𝐿𝑛−1(𝑆�̈�𝑃𝑊)).  

 

Proof: By the definition (2.7) the result follows.     

 

Theorem (2.8): Every  𝑆�̇�𝑃𝑊
𝑟 = (𝑉, 𝐴𝑟

∗ , 𝛷𝑟) there is 𝐿(𝑆�̇�𝑃𝑊
𝑟 ), 𝑟 = 1,2,3, … , 𝑚𝑎𝑥𝑑(𝑣𝑖, 𝑣𝑗). 

Moreover, 𝐿2(𝑆�̇�𝑃𝑊
𝑟 ) = 𝐿(𝐿 𝑆�̇�𝑃𝑊

𝑟 ), … , 𝐿𝑛(𝑆�̇�𝑃𝑊
𝑟 ) = 𝐿𝑛−1( 𝑆�̇�𝑃𝑊

𝑟 ). 

 

Proof: By theorem (1.20), by the definition (2.7) the result follows. 

 

3.  CONCLUSION 

In this paper, we determined some new Networks. Furthermore, several theorems and results of these networks have been 

studied. In the future, we are interested in designing some new networks and then studying their topological indices which wi ll 

be quite helpful in understanding their underlying topologies.  
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