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ABSTRACT: The development of deep learning and the continuous progress of artificial intelligence have contributed to the rapid 

development of speech recognition. Among them, the end-to-end structure is the more important part of the whole speech 

recognition. This paper introduces two end-to-end speech recognition methods, the attention model and the CTC loss function, 

describes the practical application of deep learning in speech recognition and suggests improvements to the two models. Finally, 

the practical usefulness of speech recognition is demonstrated by analyzing the application of trigger word detection and 

sentiment analysis in artificial intelligence in teaching and learning. 
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I. INTRODUCTION  

Speech recognition is a technology that uses machines to recognize and understand speech signals and convert them into 

corresponding text and commands [1]. In simple terms, speech recognition can find the corresponding text when given a sound 

segment. The two most important parts of speech recognition are acoustic feature extraction and acoustic model building. One 

of the most used acoustic features is the Mel Frequency Cepstrum Coefficient (MFCC) [2]. For acoustic model building, the 

Gaussian Mixture Model (GMM) [3] in the traditional GMM-HMM [4] acoustic model ignores temporal information and does not 

make sufficient use of before and after information, which has certain limitations. The rise of deep learning, on the other hand, 

provides a new approach to acoustic modeling. Deep convolutional neural networks can improve the connectivity between 

frames, i.e. the closeness of the before and after information, and can achieve an improved level of speech recognition in the 

process of speech recognition. However, the emergence of accurate speech recognition was marked by the development of the 

sequence-to-sequence model [5]. Microphones work by measuring small changes in air pressure [6], and we can now hear people 

speaking because our ears detect small changes in air pressure generated by speakers or headphones. Speech recognition 

algorithms, which use a segment of an audio graph (an image of air pressure against time) as input, are then fed with the 

corresponding text. Even the physiological structures in the human ear are able to measure the intensity of different frequencies, 

rather than processing the original sound waves in their raw form [7]. So a common pre-processing step for sound frequency 

data is to generate a spectrogram from the sound frequency fragments, inside this graph the horizontal coordinates are time 

and the vertical coordinates are frequency, with different shades of color indicating energy levels. The spectrogram indicates 

how much volume is present at different times and at different frequencies. 

Speech recognition systems were constructed based on phonemes (the basic units of sound) [8], where researchers divided 

language into basic sound units, and linguists believed that representing audio in terms of phonemes was the best way to 

recognize speech. Later, scholars proposed end-to-end structures, which could solve the situation of sequence misalignment 

during speech recognition [9]. Moreover, there is no need to use phonemes to represent sounds. However, the implementation 

presupposes that a larger dataset is required. An academic dataset for speech recognition may b 300 hours long, and in the 

academic community, an audio dataset of 3000 hours would be considered a reasonable size. This paper presents two types of 

end-to-end speech recognition based on attention models and CTC loss functions respectively. Of these, the CTC loss function is 

the main core algorithm for the end-to-end architecture [10].  

II. PREVIOUS STUDIES 

(1) Speech recognition based on attention models 

Attentional modeling is a technique for extracting effective features from a sequence of features in a real sequence-to-sequence 

model. When people observe a scene, they pay different attention to different locations, people, and things within that scene. 
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Derived from this phenomenon, attention models calculate a series of attention weights [11]. In speech recognition, a soft 

attention model is generally used, i.e. the attention weights are calculated for all encoder output data. A speech recognition 

based on the attention model is shown in the Figure 1. 

 
Figure 1 Diagram of speech recognition based on the attention model 

 

The model consists of an encoder, a decoder, and an attention layer. The encoder is represented using a bidirectional RNN, while 

the decoder is composed using a unidirectional RNN [12]. First, the input data is fed through the bidirectional RNN model, which 

a⃗ <t> denotes the time step t in the forward propagation of the activation, and a⃗⃖<t′> denotes the time step t in the backward 

propagation of the activation.a<t′> Connecting these two activation units, their representation of the feature vector at time step 

t 

a<t′> = (a⃗ <t′>, a⃗⃖<t′>) 

The input to a unidirectional RNN depends on the attention layer. The attention layer has an attention sub-network, which 

contains only one implicit layer and can be e<t,t′> denoted by the sub-network as shown in the following figure. 

 
Figure 2 Attentional sub-network 

 

where the first input s<t−1> is the previous step in the neural network decoded at the previous moment anda<t′> is the other 

input. In simple terms, the amount of attention needed for the input depends mainly on the activation from the previous state. 

By training this small neural network and back-propagating the algorithm to find the corresponding function utilizing gradient 

descent. 

Then, all moments thee<t,t′> are exponentially normalized. The normalized value is the attention weight [13], which can be 

interpreted as the attention of the output to the input. For example, when the decoder outputs a character, it should pay 

attention to how much attention is paid to thet′ input character is how much. This is shown below. 

𝑎<𝑡,𝑡′> =
exp (𝑒<𝑡,𝑡′>)

∑ exp (𝑒<𝑡,𝑡′>)𝑁
𝑡′=1

 

Finally, the features are weighted and summed over all moments to obtain the output corresponding to the position of the 

output sequence under the attention model o. 

𝑜<𝑡> = ∑𝑎<𝑡,𝑡′>

𝑡′

𝑎<𝑡′> 
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(2) Speech recognition based on CTC loss function 

In the horizontal coordinates, the audio is input at various times and the text is output by the attention model, which is a good 

approach, but the algorithm is prone to run at a quadratic cost. A better alternative approach to speech recognition is to use the 

CTC loss function, which stands for Conjointist Temporal Classification [14]. The principle is described in the figure. 

 
Figure 3 Diagram of speech recognition based on CTC loss function 

 

If there is an audio clip "The handsome boy", a simple one-way RNN is used here, but in practice, this is usually a bi-directional 

LSTM or bi-directional GRU, usually a deeper model. The important thing to note here is that the times here are large and that 

in speech recognition the input times usually greatly exceed the output times. For example, if you have 5 seconds of video with 

features at 50Hz, i.e. 50 samples of data per second, then 5 seconds of audio will be 250 input characters. 

50Hz ∗ 5s = 250 

The basic principle of the CTC loss function is to collapse repetitive characters that are not split by whitespace, for example, an 

RNN produces an output sequence "bbbbbbb ____ooo_y", which is the correct output for "boy", using underscores to represent 

a special whitespace character for clarity. a character many times, giving a sequence of 1000 outputs. So by inserting a bunch of 

whitespace characters, you can still end up with a shorter string of text, so the paragraph above actually has 16 characters, and 

if somehow it can use the output value of these 1000 Y's to represent a string of these 16 characters. 

Both attention-based models and CTC models are viable solutions for speech recognition. Today, building speech recognition 

systems still require significant effort and data sets. 

 

III. APPLICATION AREAS 

(1) Trigger word detection in AI 

There is a very important branch in the field of artificial intelligence, natural language processing, which simply means enabling 

machines to understand human language and communicate with humans. Natural language processing covers machine 

translation, intelligent retrieval, and more. With the increasing maturity of deep learning, it simplifies the models in natural 

language processing but improves performance, trigger word detection being an example. As voice recognition is used in more 

and more smart devices, people can use their voice to command the devices they own, which is known as activating this detection 

[15]. 

Examples of activated word detection include Amazon Echo using "Alexa" to wake up, Baidu DuerOS using "Hello Xiaodu", Apple 

Siri using "Hey Siri" and Google Home using "ok Google". "For example, when a user says "Hello Xiaodu, what time is it? Baidu 

DuerOS will wake up with "Xiaodu Hello" and answer the corresponding voice question. So, if you can create an activation 

vocabulary detection system, then it is possible that you can activate your computer to make it do what you want. Activated 

vocabulary detection is still being adapted, so there is not a single universally default optimal algorithm, so it is described below 

using RNN. The principle of activated vocabulary detection is shown in the diagram. 

 
Figure 4 Schematic diagram of trigger word detection 
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Taking "Hey Siri" as an example, when "Siri" is heard, the previous target tag in the training set can be set to 0, and the next 

target tag after it is detected can be set to 1. And so on, when the trigger word is responded to, the next subsequent target tag 

is set to 1, and the previous target tags are all 0. However, this RNN-based trigger word detection is flawed and can lead to an 

unbalanced training set with far more zeros than ones. 

In terms of improvement, there are two methods. The first method is to set multiple subsequent target tags to 1 relative to a 

single target tag after a trigger word has been detected. The other method is to set the target tag value to 1 for a certain period 

after detection. The improvement allows for a balanced ratio of 0s to 1s. 

3.2 Affective analysis in teaching 

The task of sentiment analysis is to analyze a piece of text and tell people whether someone likes what they are discussing or 

not. It is the most important component of natural language processing and is used in many applications. There is this sentiment 

analysis problem. Input a piece of text and the output can be the sentiment that you want to predict. Examples are the emotions 

such as happiness, sadness, anger, boredom, and fear that students produce in the classroom. Sentiment analysis can use a piece 

of text to predict whether the students' feelings towards the teacher in class are positive or negative, and then the teacher and 

school can see if the teacher is having problems or whether the students' attitudes towards the teacher have changed for the 

better or worse over time. One of the challenges with sentiment analysis is the lack of a particularly large labeled training set in 

[16], but with the use of word embeddings, it is possible to build a good sentiment analyzer relying on a moderately sized labeled 

training set in [17]. For sentiment analysis tasks, it is common that the training set may have between 10,000 and 100,000 words 

of data. Sometimes it is even less than 10,000 words, and word embeddings can help to understand what happens when the 

training set is small. 

(1) Word embedding method 

Suppose you have a sentiment analysis model like this. You can take a sentence like "The teacher is excellent" and look up these 

words in your dictionary. This is shown in the diagram.  

 
Figure 5 Schematic diagram of word embedded sentiment analysis 

 

This sentence has a total of four terms. First, we get "The {0, 8, 9, 2, 8}", which is the product of the one-hot vector and the 

embedding matrix E. It can continue to learn into larger text vectors. It can continue to learn from a larger vector of text. This 

vector is then used to extract the embedding vector for the word "the"e_8928. The same operation is then performed for the 

remaining three words. Finally, the classifier is constructed using the averaging method, averaged over them, and then 

transferred to the softmax classifier, which outputs the predictions [18]. 

Although the averaging method gives a better prediction, what it does is average the meanings of all the words in the example. 

One of the problems with this algorithm is that it ignores the order of the words, particularly, in the case of the following 

comment, "Completely lacking in good teaching methods, good passion, and good attitude", although this is a negative comment. 

However, it has multiple occurrences of "good", so if you use the average algorithm output, this ignores the order in which the 

words are arranged and simply averages all the words. If there are many positive representations in the feature vector. The 

classifier may simply assume that this is a good rating, which in turn affects the analysis of sentiment, however in reality it is a 

very negative review. 

http://www.ijmra.in/
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(2) Deep learning approach 

There is more sophisticated model which not only sums all word embeddings but also performs sentiment analysis using an RNN. 

the previous steps are similar, find the one-hot vector for each word in the comment, then multiply the word embedding matrix 

E. You can then use the resulting embedding vectors of multiple words as input to the RNN, and finally predict the outcome 

through a many-to-one RNN model. This is shown in Figure 6. 

 
Figure 6 Schematic diagram of deep learning-based sentiment analysis 

 

Like word embedding, the one-hot vector for each word is found and, as usual, multiplied with the word embedding matrix E. 

Multiple words embedding vectors can then be obtained. These word embedding vectors are used as input to the RNN, which 

finally computes the predicted sentiment results in the final step. With an algorithm like this, the order of the words can be 

considered to get better results and to realize that this comment is negative [19]. But the nature of the algorithm differs from 

the previous algorithm in that it recognizes "not good" as a negative comment. The previous algorithm just added everything 

into a larger word vector and did not realize that the meaning of "not good" was different from where "good" was used. 

A larger dataset could be used to train the word embedding vector and better results obtained. This can even be generalized to 

words that do not appear in the training set. For example, enter the following text "Completely absent of good teaching methods", 

even though "absent" is not in your label training set, if it is in the billion-word or 100-billion-word database of the training word 

embedding vector of billions or hundreds of billions of words, you may be able to get the correct result, or even better generalize 

to words that are present in the training set of the training word embedding vector, but not necessarily in the label training set. 

This label training set may have been prepared by the researchers specifically for the sentiment analysis problem. 

 

IV. CONCLUSIONS 

This paper focuses on the principles of the attention model and the CTC loss function on the one hand, and the application of 

RNNs in speech recognition on the other. The end-to-end model based on the attention model does not require a priori alignment 

information, nor does it require independence tests between phoneme sequences, nor does it require artificial methods such as 

pronunciation dictionaries, and can be effectively combined with neural networks to achieve speech recognition. CNN, 

Transducer, and other models for improvement and optimization. On the other hand, two applications of speech recognition 

under deep learning are introduced. Trigger word detection and sentiment analysis, as promising fields, have been developed 

for a long time.   
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